UARS Science Data Archive Status  (09/12/02)

A summary spreadsheet (Status.xls) is maintained to help monitor the progress on UARS Data Archive activities. This document provides a brief description of the UARS Science Data Archive effort and may also help explain the detail included in other spreadsheets maintained to complete the archiving of UARS Science Data.

All spreadsheets will be made available on-line. The spreadsheets contain the UARS Data Base listings as described below (section1).

Note 1: Notes in RED Italics refer to information that may need to be updated in the near future.

1. UARS Data Base
Listings of the UARS Central Data Handling Facility (CDHF) data holdings were generated to help determine the data to be archived.  This information was retrieved from the “legacy” CDHF, which is known to include a complete record of UARS data up to February 14, 2001.  Development and maintenance of this list was especially relevant due to concerns about the limited support for the UARS CDHF which includes the CDHF Software System (UCSS), the Computer Associates INGRES data base software, The FileTek Storage Machine software and all other associated hardware and software systems.

Generation of these listings is now complete for the latest available versions of levels 0, 1 and 2 data.   On–Board Computer (OBC), Engineering, Spacecraft Attitude and Orbit Definition files as well as listings for Calibration files, Principal Investigator Software (PISW) used for the production of this data and the documentation are also included.  

All PISW has been identified on the legacy system and packaged in VMS backup save sets as well as UNIX style “tar” archives (aka tarball).  VMS backup save sets are fully restorable on VMS systems.  The tar archives preserve all the source code and PI documentation.  Binary files such as compiled object modules and executables that are also included in the “tarballs” are of little (if any) use on a non VMS system. 

Note 2:  UARS Orbit Attitude Software, UCSS or Remote Access Computer Simulated Services (RSS) software were not included in this effort as they appear to be successfully ported to the re-host (mini-CDHF) processing environment. 

Note 3:  Data listings for HALOE level 2, any level 3 and any earlier data versions are not included in this effort as they are either available from the GSFC DAAC, and/or are not deemed to be in priority for this effort.

The “essential” UARS Data Base generated under this effort is maintained in Microsoft Excel spreadsheets and contains the following information:

a) UARS Name: 
UARS File Name (which includes: instrument, data level, data sub-type, UARS day, data version, and data processing cycle information).

b) MSS Name: 
UARS Mass Storage Sub-System (MSS) name assigned by the UCSS and used by the FileTek Software for storage in the optical jukebox.

c) File Size:
Units are VMS blocks, each block is 512 bytes.

d) FileTek Platter:
Name (label) of FileTek optical platter containing the file. 

2. UARS Science Data Server (USDSPCx.GSFC.NASA.GOV)

A “surplus” UARS Project PC (Intel 166MHz running the MS Windows 2000 Operating System and FTP Server software) with several attached (external USB) 80GB magnetic hard drives (EIDE) was set-up to help store UARS data outside of the CDHF at the termination of support for this facility.  This prototype system also helps demonstrate the capability to distribute considerable amounts of data at minimal hardware cost.

PCs similar to the above have been configured and set up at other locations, including the UARS MPG room (Bldg.32) in order to utilize all available network bandwith. 

UARS data files on the CDHF are stored using technology that is based on proprietary DEC VAX/VMS Record Management Services (RMS).  A major portion of available software for UARS data processing, data access and analysis requires the RMS information.  This information is also valuable if and when conversion of this data is needed for possible use on non-VMS platforms.

Under the current implementation, the data is stored on non-VMS platforms using the VMS File Definition Language (FDL).  For each UARS file stored on a non-VMS platform a companion FDL file is also retained to enable recovery with full VMS file attributes on a VMS system.

A compatibility problem across VMS platforms was identified when recovering files with FDL information.  This problem has been discussed with the software vendor (Process Software), and a vendor supplied Multinet FTP patch (FTP-012_A044) has now been installed, tested and shown to resolve the problem.

Note 4: Activities for conversion of these files for use on non-VMS platforms, porting of the data processing, data access and display software are not addressed here.  

3. NCCS UniTree Hierarchical Mass Storage System (DIRAC.GSFC.NASA.GOV)

Note 5: Access to the DIRAC node is limited to the FTP protocol and there is no current efficient method to verify the total size and number of files.  Efforts to resolve problems noted with the UniTree FTP server on node DIRAC are continuing. Re-organization of the UARS data holdings on node DIRAC will be needed as listing of large directories appear to cause time-outs on the UniTree server.  The re-organization of these directories into 100-day segments is in progress.

The UARS Project is currently provided with access to resources on the NCCS UniTree Hierarchical Mass Storage System for the archival of UARS data outside of the CDHF.  All data identified in the UARS Data Base (as described in the above section 1) is in the process of being stored on the DIRAC (SunOS) platform (using the methodology developed and tested in the above section 2).  

As stated in section 2, software that is currently available to read and process these files requires access to a VMS platform.

4.
Latest status and updates

A running tally of the amount of data that has been archived outside of the CDHF is updated on the accompanying spreadsheet. The spreadsheets (including this document in Word) and all data archived are available on-line through an FTP interface.  The information is also being made available through a web interface on http://umpgal.gsfc.nasa.gov/status/status.doc
http://umpgal.gsfc.nasa.gov/status/status.xls
or

ftp://dirac.gsfc.nasa.gov/pub/uars/Status.doc
ftp://dirac.gsfc.nasa.gov/pub/uars/Status.xls
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