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EXECUTIVE SUMMARY 

This document provides the theoretical and analytical basis for the fundamental 

radiative transfer and retrieval algorithms used to generate Atmospheric Infrared Sounder 

(AIRS) retrieved quantities in the Version 6 and Version 7 product release.  These 

algorithms process radiances observed by AIRS and also by the Advanced Microwave 

Sounder (AMSU) and the Humidity Sounder for Brazil (HSB).   

The basic ‘Core’ quantity retrieved by the AIRS system is cloud cleared radiance, 

an estimate of spectrally-resolved radiances from the cloud-free part of the scene, or in the 

case of thin clouds, radiance in the absence of clouds.  After an initialization using a neural 

network, other quantities are retrieved by matching cloud cleared radiances to forward 

modelled radiances. These retrieved quantities include estimates of atmospheric 

temperature, water vapor and trace gases, along with a set of cloud top properties, and 

surface properties. The radiative transfer forward model used in the retrieval algorithm 

requires high vertical resolution. Consequently, the output of the Core retrieval algorithm 

is resolved into 100 layers though the true information content is considerably coarser than 

this.  This document describes the three basic steps of cloud clearing, initialization with a 

neural network, and the final retrieval. 

The AIRS/AMSU/HSB instruments have been on orbit for over 18 years (as of mid 

2020).  They have provided a data record of over 19 billion AIRS spectra.  The AIRS 

radiance and retrieved data sets are available in a very large (and sometime complex) data 

archive.  Supporting the AIRS record is an extensive set of documentation, and over 1,000 

peer-reviewed papers. AIRS data users should become familiar with these other sources of 

documentation. These provide a more complete picture of the AIRS system than is 

provided here, and are discussed in Section 1.6 below. 

Some aspects of the AIRS processing system are not included in this document, as 

they are not fundamental to the Core algorithms. The reduction of resolution, from 100 

layers to a few dozen levels representing a conservative estimation of the true vertical 

resolution of the retrieved quantities, is discussed in the document AIRS Version 7 Product 

Levels, Layers, and Trapezoids). Also not discussed are post-processors to the Core 

algorithm generating estimates of cloud effective radius and phase, the amounts of carbon 
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dioxide, and ammonia. Similarly, flags indicating the presence of dust and sulfur dioxide 

are set by radiance brightness temperature differences. These product generation 

algorithms are described in detail in other documents. Finally, this document does not 

describe the organization of the many datasets produced by the algorithms described here.  

See Section 1.6 below for a list of AIRS documentation, and Overview of the AIRS Mission: 

Instruments, Processing Algorithms, Products and Documentation for an introduction to 

AIRS data products.  
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1. INTRODUCTION 

1.1. Atmospheric Infrared Sounder (AIRS) Instrument and Retrieval 
Algorithm 

This document describes the algorithm to generate Atmospheric Infrared Sounder 

(AIRS) Science Team temperature and humidity profiles, surface and cloud properties, and 

trace gases amounts describing the geophysical state of the atmosphere and the surface (see 

Table 1.1 below). These geophysical quantities constitute the ‘Core Products’ in the title 

of this document. Other quantities are generated by post-processors to the algorithm 

descibed here. Those are listed in Table 1.2 below, and the algorithms to generate them are 

listed in Section 3.  The Core algorithm also produces ancillary information such as quality 

flags and estimates of profile vertical resolution (averaging kernels).  These are discussed 

in Section 4, or in supporting documents listed in Section 1.6, as appropriate. 

Retrieved Quantity Physical Characteristics 
Cloud Cleared IR Radiance  Spectrally resolved radiance from cloud-free FOVs. 
Sea Surface Temperature  Surface property 
Land Surface Temperature  Surface property 
Land Surface Emissivity  Surface property 
Temperature Profile  Height-resolved, surface to mesosphere 
Water Vapor Profile  Height-resolved, surface to upper troposphere 
Total Precipitable Water  Total water in retrieved water vapor profile 
Fractional Cloud Cover  Cloud top property 
Cloud Top Height  Cloud top property 
Cloud Top Temperature  Cloud top property 
Ozone Profile  Height-resolved, upper troposphere to mesosphere 
Total Ozone  Total ozone in retrieved ozone profile 
Carbon Monoxide  Amount in middle troposphere 
Methane  Amount in middle to upper troposphere 
Outgoing Longwave 
Radiation  

Radiative flux derived from spectrally resolved 
radiances 

Table 1.1. Geophysical quantities produced by the AIRS processing software using 
algorithms described in this document. 

 

AIRS is a cross-track scanning, high spectral resolution infrared sounder onboard 

the NASA Aqua satellite collecting radiance data with a 13.5 km spatial resolution in the 

horizontal at nadir. It has 2378 infrared channels.  Because of its wide scan swath, AIRS is 
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an imaging hyperspectral sounder, covering 80% of the globe twice per day, during the 

ascending (day) and the descending (night) overpasses. However, the images are in scan 

coordinates along the orbit track (skewed in latitude and longitude), with considerable 

overlap at high latitudes and gaps near the equator.   

The AIRS instrument was designed to work in tandem with two co-registered 

microwave instruments: the Advanced Microwave Sounding Unit-A (AMSU-A, or simply 

AMSU) and the Humidity Sounder for Brazil (HSB). HSB stopped operating on 6 February 

2003.  One configuration of the retrieval algorithm processes the short AIRS/AMSU/HSB 

record.  AMSU on Aqua has steadily lost channels sensitivity to surface and near-surface 

properties beginning in 2011, with significant loss on September 24, 2017. Another 

configuration of the retrieval algorithm processes the AIRS/AMSU record, particularly 

from 2002 through 2017. A third configuration of the retrieval algorithm processes AIRS-

only radiances. This configuration is intended to provide a consistent record from the 

inception of AIRS observations on 30 August 2002 through end AIRS operations. 

This document describes both the AIRS Science Team Version 6 and Version 7 

retrieval algorithms.  (Their differences are described in Section 1.4 below.) The Version 

6 and 7 retrieval algorithms generate surface and atmospheric parameters using AIRS 

radiance observations taken within a 3´3 array of AIRS Fields of View (FOVs) contained 

within an AMSU footprint, called an AIRS Field of Regard (FOR). HSB radiances, when 

available, are co-registered with AIRS FOVs.  Retrievals of most geophysical parameters 

are performed at AIRS FOR horizontal resolution of about 45 km at nadir. Cloud products 

are retrieved at AIRS FOV horizontal resolution of 13.5 km at nadir.  The Version 6 and 

Version 7 retrieval process consists of four major components, repeated iteratively (see 

Figure 1.1): 

1. The First Guess. The first guess uses observed AIRS radiances within the AIRS 

FOR, and a neural network, to generate the initial guess X0 to start the retrieval process.  

2. Cloud Clearing. The second algorithm component retrieves clear column radiances 

𝑅"! in the FOR for all channels, which are updated as part of the overall retrieval process. 

𝑅"! is a derived quantity representing the radiance channel i would have observed if the 

AIRS FOR were cloud-free.  
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3. The Physical Retrieval. The third retrieval component is a multi-step, physically 

based procedure, starting with the initial guess X0, that finds geophysical parameters which 

best match both the observed AMSU radiances and AIRS clear column radiances 𝑅"! for 

those channels used in a given step of the retrieval process. Retrieval steps are done 

sequentially and determine the following geophysical parameters: surface skin 

temperature, surface spectral emissivity, surface bidirectional reflectance; atmospheric 

temperature profile, atmospheric moisture profile, ozone profile, and mid-tropospheric 

methane and carbon monoxide within an AIRS FOR, as well as the cloud fraction (the 

product of areal coverage and emissivity) and cloud top pressure in each AIRS FOV. These 

steps are done sequentially so as to make the retrieval process as linear as possible in each 

step, and to allow for use of a set of channels in each retrieval step whose radiances are 

most sensitive to what is being solved for in that step and parameters previously solved for, 

while also being relatively insensitive to geophysical parameters not yet solved for.  

4. Quality Control. The fourth retrieval component derives error estimates for 

retrieved geophysical parameters, and uses these error estimates to generate case-

dependent quality control (QC) flags for retrieved geophysical parameters. 

In the following document we present the theoretical basis of the AIRS Level 2 

algorithm.  The overall flow of the retrieval is shown in Figure 1.1.  
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Figure 1.1 AIRS Level 2 processing flowchart. Blue boxes (MW steps) apply only to 
the AIRS/AMSU and AIRS/AMSU/HSB systems and are omitted in the V7 IR-only 
system. In the light blue boxes (IR/MW steps), except in the neural network step, the 
V7 IR-only system omits any use of the MW channels. Light gray boxes refer to 
cloud pressure and fraction retrievals. Dark gray boxes indicate the cloud clearing 
steps. The red box indicates the main outputs from the retrievals. The yellow boxes 
occur in post-processing steps.  
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1.2 AIRS Level 2 Data Products 
Table 1.1 lists the geophysical quantities retrieved by the AIRS Level 2 Product 

Generation Executive (PGE) software implementation of the algorithm described in this 

document.  Table 1.2 lists additional quantities produced by post-processing of parameters 

listed in Table 1.1, but also as part of PGE processing.  The generation of quantities in 

Table 1.2 will not be discussed in this document; see related documents in Section 1.6.  

Creation of all versions of Level 2 is performed at the Goddard Earth Sciences Data and 

Information Services Center (GES DISC). 

1.3 Differences Between Earlier Retrieval Versions and Versions 6 
and 7 

AIRS Version 5 and earlier used as its first guess a regression solution based on 

radiosonde observations (see AIRS Algorithm Theoretical Basis Document, AIRS-Team 

Retrieval For Core Products and Geophysical Parameters, Level 2, JPL D-17006, Version 

4.0, 1 March 2007).  AIRS Version 6 and Version 7 algorithms use a Stochastic Cloud 

Clearing Neural Network (SCCNN) algorithm to obtain the first guess of surface skin 

temperature, temperature and water vapor profiles using radiance observations from AIRS 

and AMSU and trained on the ECMWF model analysis. (They are also distributed to users 

in the Level 2 support product as “TAirSCCNN”, “H2OCDSCCNN”, and 

“TSurfSCCNN”.)  The algorithm consists of two key parts:  SCC (Stochastic Cloud 

Clearing) estimates the cloud-cleared infrared spectrum using series of linear and nonlinear 

operations on AIRS/AMSU radiances within an AIRS field of view.  The NN (neural 

network) estimates temperature and water vapor profiles from projected principal 

components of the cloud-cleared spectrum. More details on the SCCNN algorithm are 

presented in Section 3.3. The validation and evaluation of the SCCNN for Version 6 and 

Retrieved Quantity Physical Characteristics 
Cloud Phase Cloud top property 
Cloud Effective Radius Cloud top property 
Carbon Dioxide Amount in middle troposphere 
Ammonia Total amount 

Table 1.2 Geophysical quantities produced by post-processing of quantities 
generated by the algorithm described in this document. The production of these 
parameters is not discussed in this document.  
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Version 7 can be found in the AIRS Version 7 Level 2 Performance Test and Validation 

Report.    

The basic cloud clearing and physical retrieval methodologies used in the AIRS 

Science Team Version 6 and 7 retrieval algorithms, including the meaning and derivation 

of Jacobians, the channel noise covariance matrix, and constraints of the background term, 

are essentially identical to those of the AIRS Science Team pre-launch algorithm described 

in Susskind et al. (2003), which was developed and tested using simulated AIRS/AMSU 

observations.  No explicit weight is given in the Version 6 physical retrieval to either an 

a-priori state or the initial guess since the AIRS cost function does not include these terms.  

(See Rogers (2000) for a discussion of optimal estimation-based retrieval methods that 

include weighted priors in the cost function.) However, in order to reduce the spurious 

humidity retrievals near the surface, Version 7 increases the damping on water vapor 

retrievals which gives the SCCNN first guess greater weight relative to the physical 

retrieval than in Version 6. Susskind et al. (2006) describe the AIRS Science Team 

Version-4 retrieval algorithm implemented by the Goddard DAAC (Distributed Active 

Archive Center), —the PGE as discussed above— to process AIRS/AMSU observations 

from September 2002 (when the AIRS instrument became stable) through September 2007, 

two months after AIRS Version 5 processing began. The AIRS Science Team 

AIRS/AMSU Version 4 retrieval and cloud clearing algorithms included new terms to 

account for systematic and random errors made in the computations of expected channel 

radiances for a given geophysical state using the Version-4 AIRS and AMSU Radiative 

Transfer Algorithm (RTA’s). Susskind et al. (2006) also introduced a QC concept that 

generated different QC flags for a given profile as a function of height, and had separate 

QC flags related to surface skin temperature.  This new methodology was used in Versions 

5, 6, and 7 to generate profile-by-profile, level-by-level, temperature error estimates and 

QC parameters. The AIRS Science Team Version 5 retrieval algorithm (Susskind et al., 

2011) applied a new set of channels used to retrieve the atmospheric temperature profile.  

The physical retrieval and cloud clearing steps in the AIRS Version 6 and 7 retrieval 

algorithm contain additional improvements. Foremost among these is the methodology to 

determine surface skin temperature and surface spectral emissivity from AIRS radiance 

observations. There have also been significant improvements to the QC methodology for 



AIRS V6 & V7 L2 ATBD 

 13 

different geophysical parameters, to the methodology to generate first guesses for 

atmospheric and surface parameters, and to the methodology to determine cloud 

parameters and derive outgoing longwave radiation (OLR) from the AIRS/AMSU 

observations.  

 Version 6 and 7 have an “AIRS-Only” (AO) processing capability which utilizes 

only AIRS radiance observations. Version 6 AO produces only slightly degraded global 

performance than that obtained utilizing both AIRS and AMSU observations, though the 

loss of AMSU may affect performance locally, especially in cloudier and frozen surface 

conditions (Yue and Lambrigtsen, 2017). In Version 7 AO algorithms, the ambiguity in 

differentiating frozen and non-frozen surface classification in the infrared-only algorithm 

has been removed by using ice concentration over ocean and water equivalent accumulated 

snow depth over land obtained from the ancillary Global Forecasting System (GFS) files. 

The Version 7 AO algorithm also uses a new SCCNN first guess that utilizes stable 

microwave channels of AMSU-A1, while its physical retrieval step uses infrared channels 

only and does not use microwave information. This “AIRS Only” capability is an important 

processing mode with the loss of AMSU-A2 in September, 2016.  The AO retrieval allows 

a consistent algorithm to be applied across the entire AIRS record. 

1.4 Differences between Versions 6 and Version 7 
The AIRS Science Team Version 6 retrieval algorithm is described in great detail 

in Susskind et al (2014a). The differences between Version 6 and Version 7 algorithms are 

summarized in this section and also described in detail in the AIRS Version 7 Level 2 

Performance Test and Validation Report. The major changes between the two versions 

include:   

1) Changes to first guess:  

a. Version 7 has an improved SCCNN first guess for surface temperature, 

atmospheric temperature and humidity profiles; 

b. A new climatological first guess was developed for ozone, separating ozone 

hole cases from other cases to yield two distinct profile shapes over 

Antarctica during spring, based on the 50 hPa temperature given by the 

SCCNN. 

2) Multiple changes to the channel selection in the physical retrieval:  
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a. The shortwave channels in the range of 2607~2657 cm-1 are removed from 

the Version 7 water retrieval, which eliminated the spurious day-night bias 

reported in Version 6 water products;  

b. The strongest water lines were removed from the retrieval as their utilization 

had a detrimental effect. Water continuum channels were added to the water 

retrieval; 

c. Seven additional 4 µm channels were added to the temperature retrieval to 

increase information at the top of the atmosphere, which also affects the 

ozone retrieval; 

d. The strongest ozone lines were added to the retrieval for Version 7 and two 

additional spectral hinge points in the 9.6 µm region added to the surface 

retrieval for temperature, ozone, and water vapor; 

e. Changes to surface classification in the IR-only retrieval algorithm;  

f. Trapezoids were added for temperature, water vapor, and temperature 

retrievals. Please see AIRS Version 7 Product Levels, Layers, and 

Trapezoids.  

3) Changes to the quality control procedure (see AIRS/AMSU/HSB Version 7 Level 2 

Quality Control and Error Estimation): 

a. The error estimate used as the decision point for atmospheric temperature 

and water profile QCs is moved from 6 layers above the surface in 

Version 6 to 2 layers above the surface over frozen and land surfaces in 

Version 7. This effectively uses the entire profile error estimate 

information and allows the algorithm to make finer distinctions of quality 

over land and frozen areas near the surface. 

b. The numerical threshold points for marking profile levels with QC=2 is 

tightened over land from the mid to lower atmosphere, and for 

frozen cases in the middle atmosphere, while the numerical threshold for 

frozen cases near the surface is slightly loosened which increases the yield 

over frozen surfaces. 

c. Quality control specific to ozone was added in Version 7. The ozone 

retrieval is rejected under the following conditions: the attempted change 
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on the first iteration is too large indicating the temperature or water profiles 

may be in error; radiative closure is not achieved in the ozone channels; the 

dust test indicates the presence of significant dust; and/or the change in 

emissivity from the first guess is very different in the ozone spectral region 

and the adjacent spectral regions. 

For more details, refer to the AIRS Version 7 Level 2 Performance Test and 

Validation Report.  

1.5 Version History 
1. Version 2.1 (20 December 1999) of the AIRS Level 2 ATBD, ‘AIRS-Team 

Retrieval for Core Products and Geophysical Parameters,’ replaced the Version 1.7 

(18 September 1997) document, ‘AIRS-Team Unified Retrieval for Core Products.’ 

2. Version 2.2 (26 April 2001) was the last pre-launch release of the Level 2 ATBD. 

This revision incorporated changes in response to the ATBD reviewers.   

3. No Version 3.0 ATBD was issued.   

4. The first post-launch Level 2 Algorithm Theoretical Basis Document (ATBD) was 

Version 4.0 (1 March 2007), named 4.0 to synchronize the numbering scheme with 

the version of the AIRS Product Generation Executive (PGE) that was delivered to 

the Goddard Space Flight Center (GSFC) Distributed Active Archive Center 

(DAAC) for routine AIRS data processing.   

5. No Version 5.0 ATBD was issued.   

6. This document describes Versions 6.0 and 7.0 

1.6 Related Documents 
Many of the documents in the list below can be accessed at the AIRS 

documentation web page: 

https://disc.gsfc.nasa.gov/information/documents?title=AIRS%20Documentation 

 

Pre-Launch Documents: 

AIRS Science and Measurement Requirements Document, JPL D-6665, Rev. 1, September 

1991, AIRS Brochure. 
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AIRS Project Algorithm Theoretical Basis Document, Level 1b, Part 2: Microwave 

Instruments, JPL D-17005, Version 1.2, 15 November 1996. 

AIRS Instrument Calibration Plan, JPL D-16821, Preliminary, 14 October 1997. 

AIRS Team Science Data Validation Plan, Core Products, JPL D-16822, Version 1.2, 15 

August 1997. 

AIRS Algorithm Theoretical Basis Document, AIRS-Team Unified Retrieval For Core 

Products, Level 2, JPL D-17006, Version 1.7, 18 September 1997 

AIRS Algorithm Theoretical Basis Documents, Level 1B, Part 1: Infrared Spectrometer, 

JPL D-17003, Version 2.0, 4 January 1999. 

AIRS Algorithm Theoretical Basis Document, Level 1B, Part 2: Visible/Near-Infrared 

Channels, JPL D-17004, Version 2, 4 January 1999. 

AIRS Algorithm Theoretical Basis Document, AIRS-Team Retrieval For Core Products 

and Geophysical Parameters, Level 2, JPL D-17006, Version 2.1, 20 December 1999 
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2. RADIATIVE TRANSFER OF THE ATMOSPHERE (THE 
FORWARD PROBLEM) 

The physical retrieval methodology described here depends on the ability to 

accurately and rapidly calculate the outgoing radiance from a prescribed state of the surface 

and the atmosphere.  The following discusses the microwave (Section 2.1) and infrared 

(Section 2.2) radiative transfer and error estimates. Almost invariably, the statistical 

evaluation of calculated brightness temperatures, relative to those observed when the state 

of the atmosphere is reliably known, differs in the mean by a small, but significant amount, 

referred to as “bias.” This bias varies with frequency and may be a function of other 

parameters, such as the scan angle.  

2.1. Atmospheric Radiative Transfer in the Microwave 
At the frequencies measured by AMSU, the most important absorbing gases in the 

atmosphere are oxygen and water vapor.  The oxygen molecule has only a magnetic dipole 

moment, and its spectral lines are intrinsically much weaker than those which result from 

the electric dipole of water vapor; however, the much greater abundance of oxygen in the 

atmosphere more than compensates for this difference.  When clouds are present, liquid 

water also plays a role in radiative transfer.  However, fair-weather cirrus composed of ice 

particles small compared to the wavelength are generally transparent to AMSU-A and HSB 

frequencies.  (Note that HSB stopped operating on 6 February 2003.  HSB is used in only 

one configuration of the Version 6 and 7 algorithms, for the period 30 August 2002 through 

6 February 2003.  This is a separately available product.) 

2.1.1 Oxygen 
O2 spin-rotation transitions comprise approximately thirty lines between 50 and 70 

GHz and an isolated line at 118.75 GHz (which is not observed by AMSU or HSB).  

Several groups have measured the pressure-broadened widths of the lines in the 50-70 GHz 

band.  The line parameters used for the forward model are from the Millimeter-wave 

Propagation Model (MPM92) (Liebe, et al., 1992).  The significant degree of line mixing 

of the oxygen microwave spectrum introduces difficulty for construction of radiative 

transfer models. In MPM92, line mixing was treated by a first-order expansion in pressure.  

The coefficients for this expansion were determined by a constrained linear fit to laboratory 
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measurements made on an O2 - N2 mixture over the frequency range of 49-67 GHz and the 

temperature range 279-327 K, with a noise level of approximately 0.06 dB/km.  Within 

that range, the model represents the measurements to £ 0.2 dB/km (see for example, Figure 

2.1.1).  It is possible that extrapolation to colder temperatures introduces larger errors.  

Measurements from the NASA ER-2 at 52-56 GHz (Schwartz, 1997) seem to be in 

agreement with the MPM92 model, however. 

 

Figure 2.1.1.  Millimeter-wave propagation model example. 

2.1.2. Water Vapor 
Water has a weak rotational line at 22.23 GHz that is semi-transparent at normal 

atmospheric humidity, and a much stronger, opaque line at 183.31 GHz. Intensities of these 

lines have been calculated and tabulated by Poynter and Pickett (1996 version of JPL line 

catalog) and Rothman, et al., (1998) (HITRAN), among others. The HITRAN intensities 

are used here.  For the 22-GHz line, the JPL intensity is higher than the HITRAN value by 

0.3%. A measurement by Liebe, et al., (1969) (estimated error 0.3%) is 3.5% lower than 

the HITRAN value. At 183 GHz, the JPL line intensity is 0.1% higher than HITRAN.  

Widths have been measured by Liebe, et al., (1969) and Liebe and Dillon (1969) at 22 GHz 

with estimated uncertainty of 1% for both self and foreign-gas broadening; and by Bauer, 
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et al., (1989) and Tretyakov, et al. (2003) at 183 GHz, with uncertainties of 0.5% for self-

broadening and 1.0% for foreign-gas broadening, respectively. However, Gamache, et al., 

(1994) concluded from a survey of measurements of many H2O lines that, in general, 

measured line widths should be considered to have uncertainties of 10-15%.  The line at 

183 GHz is a case in which published measurements of width differ significantly, but the 

value of Tretyakov, et al., (2003), which is used here, lies near the centroid of the 

measurements.  

At frequencies away from these two lines, microwave absorption by water vapor is 

predominantly from the continuum, which is attributed to the low-frequency wing of the 

intense infrared and submillimeter rotational band lines. In the microwave part of the 

spectrum, the foreign-broadened component of the continuum is stronger than the self-

broadened component, for realistic atmospheric H2O mixing ratios. Measurements of 

continuum absorption as a function of temperature have been made at various frequencies 

by Liebe and Layton (1987), Godon, et al. (1992) and Bauer, et al. (1993, 1995). There are 

also numerous measurements at single temperatures and frequencies in the laboratory, and 

in the atmosphere where temperature and mixing ratio are variable. The measurements do 

not present an entirely consistent picture. Rosenkranz (1998) proposed that the most 

satisfactory overall agreement between laboratory and atmospheric measurements of the 

water continuum was obtained with a combination of the foreign-broadened component 

from MPM87 (Liebe and Layton, 1987) with the self-broadened component from MPM93 

(Liebe, et al., 1993).  The combined model is used here. 

2.1.3. Liquid Water 
It is important to distinguish between precipitating and non-precipitating clouds 

with respect to their interactions with microwaves. Over the range of wavelengths 

measured by AMSU and HSB, non-precipitating droplets (with diameters of 50 µm or less) 

can be treated using the Rayleigh small-droplet approximation. In this regime, absorption 

is proportional to the liquid water content of the air, and scattering can be neglected. The 

model for the dielectric constant limits the accuracy of these calculations. The double-

Debye model of Liebe, et al., (1991) is used here; for temperatures > 0 °C, it has an 

estimated maximum prediction error of 3% between 5 and 100 GHz, and 10% up to 1 THz.  
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Although some measurements of static dielectric constant at temperatures as low as –20 

°C were used by Liebe, et al. to develop their model, its use for supercooled water must be 

considered to be an extrapolation, with uncertain accuracy. (The model is implemented 

using the alternate eq. 2b in Liebe, et al.)   

Precipitation, in contrast, requires Mie theory to calculate both absorption and 

scattering. The latter is generally not negligible, and is the dominant term at some 

wavelengths.  In the case of convective storms, scattering from ice at high altitudes is often 

the most important process affecting microwaves. The rapid transmittance algorithm uses 

only the small-droplet approximation for cloud liquid water, and scattering is not included 

in it. For this reason, retrieved profiles with more than 0.5 kg/m2 cloud liquid water are 

probably rain-contaminated and rejected. 

2.1.4. Microwave Rapid Transmittance Algorithm 
The physical retrieval algorithms used for AIRS/AMSU and AIRS/AMSU/HSB 

require radiative transfer calculations for each profile and hence need a computationally 

efficient transmittance algorithm.  The microwave Rapid Transmittance Algorithm (RTA) 

computes an effective channel transmittance between two adjacent pressure levels as  

      (2.1.1) 

where rV is the water vapor column density of the (P1, P2) layer, rL is its liquid water 

column density, and the coefficients a, b, g, are calculated for each layer and channel.  

They implicitly depend on temperature, pressure, and the angle of observation; b also 

depends implicitly on rV.  For AMSU channel 14, a has a weak dependence on the local 

geomagnetic field. The magnetic field is calculated by a fifth-order spherical-harmonic 

representation that has an accuracy of a few microteslas. The coefficient a includes the 

opacity due to O2 and a small contribution from pressure-induced absorption by N2.  

Parameterization of the coefficients uses approximations described by Rosenkranz (2003) 

for oxygen-band or window-type channels. In the oxygen band, effective layer opacities 

are represented by a polynomial in temperature. The opacity profile is computed on a set 

of fixed pressure levels and then linearly interpolated to the pressure levels of the retrieval, 

which can be variable (as is the case for the surface pressure). Window-channel coefficients 

τ P1,P2( ) = exp  − α +βρ
V
+ γρ

L
( )[ ],
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use analytic approximations for far-wing line and continuum absorption. Channels near the 

two water lines (AMSU channel 1 and HSB channels 3-5) use a Lorentzian-line calculation 

for the nearby line, with the contributions of other lines treated in the same way as for a 

window. The local water-line parameters, the water continuum, and the liquid-water 

absorption are interpolated from a table as functions of temperature. 

The retrieval algorithm described in Section 3 also makes use of the derivatives 

da/dt and db/drV, which are computed in the rapid algorithm by appropriate analytic 

expressions corresponding to the local-line and continuum components. 

The transmittance of multiple layers is calculated by taking the product of the 

transmittances for each layer.  This transmittance is then used in the radiative transfer 

equation to compute brightness temperature: 

     (2.1.2) 

where QTOA is the brightness temperature of microwave radiation emitted from the top of 

the atmosphere, t(0,PS) is the one-way transmittance of the atmosphere, 

       (2.1.3) 

is the component of brightness temperature emitted from the atmosphere on a direct path 

to space, QS is the surface brightness (emissivity times temperature), 

    (2.1.4) 

is the sky brightness temperature (including the attenuated cosmic contribution) as it would 

be observed from the surface, and TS is the physical surface temperature. T(P) is 

atmospheric temperature at level P, PS is the surface pressure, and Qc is the cosmic 

background brightness temperature and transmittance t is defined in equation (2.1.1).  The 

form of (2.1.4) allows separation of the estimation of surface brightness from the estimation 

of temperature, as described in Section 2.1.5. 

ΘTOA = Θdirect + τ(0,PS) ΘS +Θsky 1 −
ΘS

TS

$ 

% 
& ' 

( 
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Θdirect = T(P) < dτ(0, P) >
0

PS

∫

Θsky = T(P) < dτ(PS, P) > +Θc < τ(0,PS)
0

PS

∫ >
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Qsky is computed for a zenith angle qref which, due to surface scattering, differs from 

the zenith angle q for the direct path from surface to satellite.  When the surface is classified 

as either water or coastline in the neural network initialization described in Section 3.3, the 

ratio rs = sec(qref)/sec(q) is estimated as part of the retrieval solution, as described in 

Section 3.6 (and different from the column density rL in the previous section).  For all other 

surface types, surface scattering is assumed to be Lambertian, and is approximated by 

 sec(qref) = 1.55 - 0.16 ln( k0 + 0.06)            (2.1.5) 

where k0 = -ln(tzenith(0,PS))is the opacity of the atmosphere at zenith. 

Planck’s equation for radiant intensity is a nonlinear function of temperature. For 

microwave frequencies, however, the physical temperatures encountered in the earth’s 

atmosphere lie at the high-temperature asymptote of this function. Hence, as discussed by 

Janssen (1993), brightness temperature can be used as a surrogate for radiance in the 

equation of radiative transfer with an accuracy of a few hundredths of a Kelvin, provided 

that the cosmic background is assigned an effective brightness temperature at frequency n 

of  

        (2.1.6) 

instead of its actual temperature TC = 2.73 K, in order to linearize Planck’s function. 

Figures 2.1.2 and 2.1.3 show weighting functions, the derivatives of transmittance 

with respect to a vertical coordinate which is the logarithm of integrated water vapor for 

the channels sensitive to moisture, and the logarithm of pressure (proportional to integrated 

oxygen content) for channels in the oxygen band.  These weighting functions indicate the 

atmospheric layers from which the thermal emission measured by each channel originates. 

 

ΘC =
hν
2k

×
ehν kTC + 1
ehν kTC −1
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Figure 2.1.2.  Oxygen band weighting functions for unit surface emissivity, with 
labels showing AMSU channel number. 

 

Figure 2.1.3. Water vapor weighting functions for unit surface emissivity (left) and 
vapor burden vs. pressure in three different climatologies (right), for the labelled 
channels. 

The ability of the rapid algorithm to approximate a line-by-line calculation was 

tested on a set of 300 profiles from the TOVS Initial Guess Retrieval (TIGR) (Chedin, et 

al., 1985) ensemble. The first 100 profiles from each of the tropical, mid-latitude, and 

polar groups were used. Figure 2.1.4 shows brightness temperature error estimates (mean 

±1 standard deviation) at nadir, with surface emissivity = 0.7. For the AMSU channels 



AIRS V6 & V7 L2 ATBD 

 25 

that are not opaque (1-5, 15-17, 19 and 20), these estimates depend on surface emissivity. 

Emissivity e = 0.7 is typical of ocean at the highest frequencies, and intermediate 

between ocean and land at the lowest frequencies.  Errors for higher-emissivity land 

surfaces are smaller than those in Figure 2.1.4.  The error estimates for channel 14 

include the consequences of the magnetic field approximation.  The output files contain a 

flag structure, MW_tair_range, which indicates whether the final temperature at any 

pressure level > 0.1 hPa lies outside of the range of profiles for which the rapid algorithm 

has been found to reproduce a line-by-line calculation within the instrument sensitivity.  

Different bits are set for temperatures outside the validated range by <10%, 10 to 25%, or 

>25%. 

 
Figure 2.1.4. Brightness temperature errors (rapid algorithm minus line-by-line 
algorithm) for AMSU and HSB channels. Vertical lines indicate ± 1 standard 
deviation; e is the surface emissivity. 

2.1.5. Microwave Surface Brightness Model 
The surface brightness temperature spectrum QS is modeled by a six-parameter     

(T0 , T1 , T2, n1 , n2 , s) curve, added to an a priori  surface brightness 

 QS (n)  = e0(n) TS0  +  T0  +  T1 n s / (n s + n1
s) +  T2 n s / (n s + n2

s) (2.1.7) 
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where e0(n) is a preliminary estimate of emissivity for the surface type obtained from the 

classification algorithm described in Section 3.5 and 3.6, and TS0 is the a priori surface 

temperature.  The parameters T0 , T1 , T2 are used in the retrieval solution to adjust the 

spectrum (they have a priori value zero), while n1 , n2 and s are assigned according to 

surface type.  The last three terms in Eqn. (2.1.7) also help to correct for effects such as 

ocean surface roughness, errors in the dielectric constant model, misclassification of the 

surface, or errors in the estimated land fraction within the footprint. 

In Figure 2.1.5, the rapid transmittance algorithm is tested against measurements 

made by AMSU-A on the NOAA-15 satellite (see Rosenkranz, 2003) and HSB on Aqua 

(see Rosenkranz and Barnet, 2006).  The calculated brightness temperatures are based on 

coincident radiosonde profiles, using window channels to infer the surface emissivity.  

Sidelobe corrections from Mo (1999) were applied to the AMSU-A measurements in the 

figure, but no corrections were made to the HSB measurements. 

 

Figure 2.1.5. Statistics of differences between measured brightness temperatures 
and brightness temperatures calculated from radiosonde profiles. Three profile 
ensembles are shown for HSB. 
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2.2. Radiative Transfer of the Atmosphere in the Infrared 
Physical retrievals of atmospheric parameters attempt to minimize differences 

between computed and observed radiances. The accuracy of the retrieval is therefore 

directly related to the accuracy of the computed radiances. AIRS observes upwelling 

monochromatic radiances convolved with the instrument spectral response function (SRF). 

An exact calculation of the observed radiances therefore requires convolution of simulated 

monochromatic radiances. These computed radiances are complicated functions of the 

atmospheric state (temperature, pressure, gas amount), the gas transmittances, and the 

AIRS SRF. Since the atmospheric emission lines can have widths as small as ~0.001 cm-1, 

the wavenumber grid scale for exact radiance calculations must have a similar spacing. 

This small grid spacing, combined with the time-consuming SRF convolutions, makes a 

monochromatic calculation of radiances orders of magnitude too slow for practical use. 

Instead, we use a fast radiative transfer model that is based on pre-computed convolved 

atmospheric transmittances for each spectral channel. Then the radiative transfer can be 

performed on a per-channel basis rather than on a finely spaced monochromatic 

wavenumber grid. 

The starting point for understanding the AIRS radiative transfer algorithm (AIRS-

RTA) is the monochromatic radiative transfer equation. The monochromatic radiance 

leaving the top of a non-scattering atmosphere is 

   (2.2.1)  

where B(u, T) is the Planck function emission at frequency and temperature T, t(u, p, q) is 

the transmittance between pressure p and the satellite at viewing angle q (not brightness 

temperature, as in the previous section), and Ts, es, and rs (different from the ratio of secants 

defined before equation 2.1.5) refer to the Earth’s surface temperature, emissivity, and 

reflectivity respectively. The solar radiance incident at the top of the atmosphere is 

represented by Hsun, while Rd is a relatively small radiance contribution arising from the 

reflection of the downwelling atmospheric thermal emission 

R(ν,θ) = ε s (ν)B(ν,Ts )τ (ν, ps ,θ) + B(ν,T )
ps

0

∫
dτ (ν, p,θ)

dp
dp

+ρs (ν)Hsun (ν)τ (ν, ps ,θ)τ (ν, psθsun )cos(θsun ) + Rd
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  (2.2.2) 

where td is the transmittance between pressure p and the surface. The dependence of 

temperature and angle on pressure (altitude) has been omitted in the above equations, as 

well as the dependence of the transmittances on temperature and gas abundance. 

The AIRS-RTA allows the integration of the radiative transfer equation in a discrete 

form over 100 atmospheric layers. For reasons of clarity and brevity we omit further 

discussion of the last two terms in Equation (2.2.1), except to note that they are included 

in the AIRS-RTA by simplified approximations. A discrete form of the radiative transfer 

equation can then be written conveniently as 

            
           (2.2.3) 

where the atmospheric layers are numbered from space to the surface, 1 to N respectively. 

B(Ti) is the Planck emission for layer i at temperature Ti, ti is the transmittance from layer 

i to space, inclusive, and f(u - u0) is the AIRS SRF for the channel centered at u0. The 

emissivity and Planck function are nearly constant over the narrow width Du of the AIRS 

channels, so they may be moved outside the integral. After integrating the transmittances, 

we are left with the channel-averaged form of the radiative transfer equation, 

           (2.2.4) 

where all terms now represent appropriate channel-averaged quantities. 

The polychromatic approximation introduced in the above relation replaces the 

monochromatic layer-to-space transmittances with transmittances convolved with the 

SRFs. This in effect convolves the outgoing radiances, allowing computation of the 

radiative transfer at a single frequency per channel. In most cases, the AIRS channel 

radiances calculated from the above equation using convolved layer-to-space 

transmittances differ from the convolved monochromatic AIRS channel radiance 

Rd (ν) = 2πρsτ (ν, ps ,θ) B(ν,T )
p=0

ps

∫ sin(θi )cos(θi )θi =0

π
2∫

dτ d (ν, p,θi )
dp

dpdθ i

Rmeas = R(ν) f (ν − ν0 )dν = (ε sB(Ts )τ N + B(Ti )(τ i−1 − τ i )) f (ν − ν0 )dν
i=1

N

∑∫∫

Rmeas = ε sB(Ts )τ N + B(Ti )(τ i−1 − τ i )
i=1

N

∑
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brightness temperatures by £ 0.05 K, assuming perfect layer-to-space convolved 

transmittances. 

Figure 2.2.1 illustrates the large difference in spectral resolution between the 

upwelling monochromatic radiation and an AIRS brightness temperature spectrum. 

Because of this large difference in spectral resolution one cannot derive the layer-to-space 

transmittances directly from the product of the convolved layer transmittances since Beer’s 

law is no longer valid. Overcoming this problem is one of the major issues in the 

development of a model for fast, parameterized, convolved layer transmittances. 

 

 

Figure 2.2.1. Simulated monochromatic (blue) and AIRS SRF convolved (red) 
brightness temperature spectra.  The red circles indicate the actual AIRS channel 
centroids.  
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In the following sections we discuss the major issues in developing the AIRS-RTA, 

which include: (1) forming a discrete vertical grid for integrating the radiative transfer 

equation, (2) parameterizing the layer transmittances as a function of the atmospheric state, 

(3) the spectroscopy needed to compute atmospheric transmittances, (4) the line-by-line 

algorithm used to generate the monochromatic transmittances (5) the AIRS spectral 

response functions.  

The flowchart shown in Figure 2.2.2 outlines the flow of activities needed to 

develop the AIRS-RTA, which is discussed in the following text. 

 
 

Figure 2.2.2. Flow diagram for development of the AIRS-RTA. 
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2.2.1. AIRS Atmospheric Layering Grid 
The atmospheric pressure layering grid for the AIRS-RTA model was selected to 

keep radiative transfer errors below the instrument noise. Grid characteristics are 

determined by the spectral region(s) of observation, the instrument resolution, and 

instrument noise. The speed of the final fast transmittance model will depend on the 

number of layers, so excessive layering should be avoided. 

Line-by-line simulations indicate some channels need a top layer with pressures as 

small as 0.01 hPa (an altitude of ~ 80 km). The region of primary importance to AIRS is 

the troposphere and lower stratosphere, where layers on the order of 1/3 of the nominal 1-

km vertical resolution of AIRS retrievals are desired. Smoothly varying layers facilitate 

interpolation and avoid large changes in layer effective transmittances. The following 

relation defines the pressure layer boundaries selected for AIRS 

                                            (2.2.5) 

where P is the pressure in millibars; i is the layer boundary index and ranges from 1 to 101; 

and the parameters a, b, and c were determined by solving this equation with the following 

fixed values: P1 = 1100 hPa, P38 = 300 hPa, and P101 = 0.005 hPa. The 101 pressure layer 

boundaries define the 100 AIRS layers. These layers vary smoothly in thickness from 

several tenths of a kilometer near the surface to several kilometers at the highest altitudes. 

Figure 2.2.3 shows the layer mean pressure for the 100 AIRS layers. 

2.2.2. Fast Transmittance Modeling 
A number of fast transmittance models have been developed for satellite 

instruments. However, some of these models have been applied only to the microwave 

region where the measured radiances are essentially monochromatic and easier to model 

than the infrared. AIRS required a major new effort in the development of its RTA. Details 

of our model can be found in Strow, et al., (2003). 

The AIRS-RTA most closely follows Susskind, et al., (1983) by parameterizing the 

optical depths rather than transmittances for channels where the influence of water vapor 

is small. Channels sensitive to water vapor are modeled using a variant of the Optical Path 

Pi = (ai
2 + bi + c)7 2
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TRANsmittance (OPTRAN) algorithm developed by McMillin, et al., (1979, 1995). The 

AIRS infrared fast model is thus a hybrid of Susskind’s approach and OPTRAN. 

 
Figure 2.2.3. Mean pressure of the AIRS-RTA 100 layers. 

 

Following Susskind et al.,  the AIRS-RTA model produces equivalent channel 

averaged optical depths, k, which are related to the layer transmittances, t, by t = exp(-k). 

The optical depth is the product of the absorption coefficient and the optical path. For AIRS 

wavelengths, a fast model for k is much more accurate than a model that directly returns 

layer t.  Optical depth k is computed for each of the 100 atmospheric layers used for AIRS 

radiative transfer. The current AIRS-RTA model allows temperature and local scan angle 

to vary, along with amounts of water vapor, ozone, methane, carbon monoxide and carbon 

dioxide. All other gases are treated as “fixed” in that we only parameterize their 

dependence on temperature, not amount. So, although the observed radiances are primarily 
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sensitive to temperature via the Planck function, the temperature dependence of the 

calculated transmittances is also important. 

The following discussion describes the parameterization of the convolved layer 

transmittances as a function of the atmospheric state. Most of the complications of this 

parameterization arise from the inapplicability of Beer’s law, necessitating terms in the 

transmittance parameterization for a given layer that depend on layers above. These 

parameterizations, which are functions of the atmospheric profile, are derived from least-

squares fits to a widely varying set of 48 atmospheric profiles to ensure that we can 

faithfully produce the appropriate transmittances under a wide range atmospheric 

conditions. We call this set of profiles our “regression profiles”. 

Breakout of Radiance Contribution by Gases 
Once the atmospheric layering grid and regression profiles (see later discussion) 

are selected, the monochromatic layer-to-space transmittance can be calculated. The gases 

are distributed into sub-groups that are either fixed or variable. The details of how the 

transmittance model simultaneously handles several variable gases is somewhat 

complicated and beyond the scope of this document (Strow et al, 2003).  For simplicity, 

this discussion is restricted to the fixed gases (F), water vapor (W), and ozone (O). The 

contributions by the other variable gases are similar to those of W and O. The 

monochromatic layer-to-space transmittances for the 48 regression profiles are calculated 

for each pressure layer, grouped into the following three sets, and convolved with the AIRS 

SRF 

                               (2.2.6) 

Water continuum absorption is excluded since it varies slowly with wavenumber so does 

not need to be convolved with the AIRS SRF.  In addition, separating the water continuum 

improves our fit of the local line water transmittance. Later, the water continuum is factored 

into the total transmittance as a separate term. 

Fl = τ l ( fixed)
FOl = τ l ( fixed + ozone)
FOWl = τ l ( fixed + ozone + water)
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For each layer l, the convolved layer-to-space transmittances are ratioed with 

transmittances in the layer above, l − 1, to form effective layer transmittances for fixed F, 

W, and O as 

                                     (2.2.7) 

Forming these ratios in the above manner reduce the errors inherent in separating 

the gas transmittances after the convolution with the instrument spectral response function. 

The total effective layer transmittance can be recovered as 

                         (2.2.8) 

The convolution of a product of terms is in general not the same as the product of 

the terms convolved individually. However, the above formulation guarantees the product 

of all the layer transmittances from layer l to N gives exact FOWl if the layer transmittances 

are exact. 

The zeroth layer transmittance (i.e., when l − 1 = 0) is taken to be exactly 1.0, 

representing space between the spacecraft and the atmosphere. The negative logarithm of 

these layer effective transmittances is taken to get effective layer optical depths 

                                             (2.2.9) 

which become the dependent variables in the fast model regression. 

Predictors 
The independent variables in the fast model regression, called the predictors, are 

quantities relating to the atmospheric profile.  (Example predictors are given below.) The 

optimal set of predictors used to parameterize the effective layer optical depth depends 
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upon the gas, the instrument SRFs, the range of viewing angles, the spectral region, and 

even the layer thicknesses. In short, no one set of predictors is likely to work well in every 

case. Finding the set of predictors which give the best results is, in part, a matter of trial 

and error.  However, there are some general trends. 

For an instrument such as AIRS with thousands of channels, it is difficult to develop 

optimal predictors for each channel. The AIRS-RTA uses seven sets of predictors, each 

corresponding to a subset of channels. These sets of predictors were determined by 

extensive trial and error testing, as well as consideration of the relative importance of the 

variable gases in each channel. Supplemental sets of predictors are used for OPTRAN 

water vapor, the water vapor continuum, and variable CO2. 

The regression algorithm is prone to numerical instabilities if the predictors vary 

too greatly.  Consequently, we define the predictors with respect to the values of a reference 

profile, either by taking a ratio or an offset. There is also a danger of numerical instability 

in the regression from interactions of some of the predictors.  Sensitivity of the output to 

small perturbations in the predictors is avoided by systematic testing, but there are practical 

difficulties in detecting small problems since we are performing on the order of one million 

regressions. 

As an example, the predictors for the fixed gases for one of the eight sets are 

 1) a   2)a2   3)aTr   4)a    5)Tr   6)    7)aTz   8)aTz/Tr                 (2.2.10) 

where a is the secant of the local path angle, Tr is the temperature ratio Tprofile/Treference, and 

Tz is the pressure weighted temperature ratio above the layer 

                                (2.2.11) 

where P(i) is the average layer pressure for layer i. The predictors for the variable gases 

can involve more complicated dependencies on the gas and the pressure-weighted gas 

ratios above the layer, similar to the temperature term defined above. Note that terms like 

Tz (or Wz, etc. for the variable gases) make the layer l transmittance dependent on the 

temperature (or gas amounts) in the layers above l. 

Tr
2 Tr

2

Tz (l) = P(i)P(i)
i=2

l

∑ − P(i −1)Tr (i −1)



AIRS V6 & V7 L2 ATBD 

 36 

Regressions for Fast Transmittance Parameters 
The accuracy of radiative transfer calculations with the AIRS-RTA model is 

improved significantly by weighting the variables prior to performing the regression. 

Radiative transfer is insensitive to layers for which the change in layer-to-space 

transmittance across the layer is approximately zero. This occurs when either the layer 

effective transmittance is approximately unity, or the layer-to-space transmittance is 

approximately zero. Therefore, the data going into the regression are not all of equal 

importance to the final accuracy of radiative transfer calculations made with the model. 

We found it useful to weight the data in terms of both effective layer optical depth as well 

as the total optical depth of all the layers above the layer under consideration. 

The spectral dependence of the fitting errors is shown in Figure 2.2.4 and a 

histogram of these error estimates in Figure 2.2.5. The errors are calculated with respect to 

the regression profile set, comparing the RMS difference between the brightness 

temperatures of input data and the AIRS-RTA model calculated values. These graphs 

include errors from all six angles used for regression profiles. They do not include errors 

associated with the parameterization of the reflected thermal and reflected solar radiation. 

During the development of the AIRS-RTA, the RMS error estimates were 

computed for a large independent set of profiles. The RMS differences for the independent 

profiles were generally similar to those for the regression profiles. The regression profiles 

represent a wide range of possible conditions, with a number of extreme cases. It is 

important to recognize, however, that the AIRS-RTA solutions vary depending upon the 

selection of  regression profiles. 

Regression Profiles  
One other necessary pre-processing step is the selection of a set of profiles for 

calculation of the layer-to-space transmittances. The transmittances for these profiles 

become the regression data for the fast transmittance coefficients. These profiles should 

span the range of atmospheric variation but should be weighted towards the more typical 

cases. The range of variation provides the regression with data points covering the range 

of possible atmospheric behavior, while the weighting of the mix of profiles towards more 

typical cases produces a transmittance model that works best on more common cases. 
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Figure 2.2.4. RMS error estimates of the AIRS-RTA model. 

 
Figure 2.2.5. Histogram of the AIRS-RTA model fitting errors for all channels. 
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The process of calculating and convolving monochromatic layer-to-space 

transmittances is generally computationally intensive, thus imposing a practical limit on 

the number of profiles one can calculate for use in the regression. As discussed earlier, 48 

regression profiles (at 6 viewing angles each) are sufficient to cover most atmospheric 

behavior. This number is a compromise between the available time and computing 

resources and the need to include a wide range of profile behavior in the regression. 

Choosing too few profiles leads to accuracy problems for profiles outside the range of 

behaviors considered.  Choosing more profiles than necessary does not negatively affect 

the fast model, but does consume extra time and computer resources. 

Each profile in the regression set should cover the necessary pressure (altitude) 

range with data for temperature as well as absorber amount for each of the gases allowed 

to vary. The fixed gases include all whose spatial and temporal concentration variations 

have a negligible impact on the observed radiances. As previously mentioned, the variable 

gases are H2O, O3, CO, CH4, and CO2. All other gases are included in the “fixed gases.”  

CO2 is handled differently than the other variable gases, and only two CO2 absorber amount 

profiles are used: a standard amount profile and a perturbed amount profile. The standard 

amount CO2 profile is treated as a fixed gas. A very simple and accurate parameterization 

is used to model the difference in transmittance between the standard CO2 profile 

transmittances and the perturbed CO2 profile transmittances (Strow et al., 2003). 

For those satellite-viewing angles relevant to the AIRS instrument (0 to 49 degrees), 

the effects of viewing angle can be approximated fairly well by multiplying the nadir 

optical depth by the secant of the local path angle. This approximation neglects the minor 

refractive effect at large angles. Due to the curvature of the Earth, the local path angle is in 

general not the same as the satellite viewing angle, but is related to it by a fairly simple 

equation. Local atmospheric path angles of 0, 32, 45, 53, 60, and 63 degrees are used in 

the regression profiles to cover the 0-49 degree satellite view angle range. An additional 

six angles between 69 and 84 degrees are used for the shortwave channels where 

transmittances at large angles are needed to model the reflected solar radiance. 
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2.2.3. Spectroscopy 
The ultimate goal of AIRS-RTA development is AIRS computed radiances without 

significant errors. This requires a fast model that can compute accurate transmittances.  

Even if the fast model RMS fitting errors are small, the accuracy of the transmittances are 

dependent upon the quality of the spectroscopic line parameters and line-shape models 

used to compute the monochromatic transmittances. 

Due to the dominance of either CO2 or H2O absorption in the majority of AIRS 

channels, the most important spectroscopy errors are those in the line parameters and line 

shapes of these two gases. The line parameters most likely to introduce spectroscopy errors 

into the fast forward model for AIRS are the line strengths, line widths, and the temperature 

dependence of the line widths. However, errors in spectral line shapes and continuum 

absorption are generally more troublesome than line parameter errors. 

Currently, the HITRAN-2000 (Rothman, et al., 2003) database is used for most 

atmospheric line parameters. As so many bands and molecules contribute to the observed 

radiances, the accuracy of existing line parameters is difficult to assess. Based upon our 

analysis of AIRS observations and calculated radiances, we estimate the combined effects 

of line parameter and line-shape model errors in the computed optical depth of the stronger 

absorbing “fixed” gases (which in most spectral regions are dominated by CO2) are 

typically about 5%, while for water vapor the optical depth errors are about 10%. 

Errors in the spectral line shapes of CO2 and H2O are much more problematic than 

line parameter errors. Because of the large optical depths of CO2 and H2O in the 

atmosphere, their spectral line wings can be important, especially for remote sensing of 

temperature and humidity. For example, AIRS channels with the sharpest weighting 

functions are located between lines or in the line wings, where knowledge of the spectral 

line shape is most important. Moreover, accurate measurements of the line wing absorption 

are exceedingly difficult due to problems simulating atmospheric optical depths in a 

laboratory cell, especially for H2O. It is also tedious and expensive to make these large 

optical depth measurements at the low temperatures found in the upper troposphere. 

Figure 2.2.6 shows the optical depth “tuning” used with the Version 4 and later 

AIRS-RTA processing. These multipliers are used to scale the indicated component of the 
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optical depth inside the AIRS-RTA. These are empirically determined values, and some 

small portion of these adjustment may be due to error sources other than spectroscopy. 

Tracing these adjustments back to line parameter errors is no simple task and has not yet 

been attempted. 

 
Figure 2.2.6. Optical depth tuning used in the Version 4 and later AIRS-RTA.  The 
bottom panel shows the same data as the top panel, but with the vertical range 
expanded to illustrate the large adjustment to the water continuum in the shortwave 
channels. 
 

Figure 2.2.7 shows the effects of our optical depth tuning on AIRS radiances. The 

data set consists of the clearest night-time AIRS observations matched with sondes 

launched as part of the AIRS validation campaign. The sonde profiles were used with the 

AIRS-RTA to compute simulated radiances, which were then differenced with the 

observations. The sonde observations did not extend to the stratosphere, so the bias in the 

15-μm and 4.3-μm stratospheric channels should be ignored. We solved for an effective 
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surface skin temperature using the AIRS super-window channel at 2616 cm−1, so the bias 

there has been forced to zero. 

 
Figure 2.2.7. Comparison of observed - calculated brightness temperatures with and 
without optical depth tuning. 
 

2.2.4. Monochromatic Transmittance Calculations 
The monochromatic layer-to-space transmittances used to determine the parameters 

of the AIRS-RTA model are indirectly generated using our custom line-by-line code 

(UMBC-LBL). Building a custom LBL code allowed us to incorporate those features we 

deemed desirable, including our Q-, P-, and R-branch CO2 line-mixing model which has a 

significant effect on the optical depths in the 15-μm and 4-μm regions. 

Currently, 48 profiles are used in the regressions for the fast transmittance 

parameters. Because line-by-line (and especially Q/P/R branch line mixing) calculations 

are very slow, we developed a new pseudo line-by-line algorithm called the kCompressed 

Atmospheric Radiative Transfer Algorithm (kCARTA) to allow the (relatively) fast 
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computation of nearly monochromatic transmittances and radiances. The UMBC-LBL was 

used to compute a very large look-up table of monochromatic layer optical depths for a set 

of 11 reference atmospheric profiles.  To compute the optical depths for the desired profile, 

the kCARTA program interpolates the lookup table optical depths for temperature and 

scales for absorber amount.  Any change in the physics of the line-by-line code or line 

parameter database requires a recalculation of the affected portion of the look-up table. 

The kCARTA database consists of many individual look-up tables each covering a 

25-cm-1 interval with 10,000 points (0.0025-cm-1spacing) for 100 pressure layers (0.009492 

to 1085 hPa) and 11 temperature profiles. The temperature profiles are the U.S. Standard 

profile, and 10 profiles offset from it in ± 10 K increments. On average, 7 gases must be 

included per 25-cm-1 region. The continua due to gases such as N2 and O2 are also included 

in these tables. Optical depths are computed using a 0.0005 cm-1grid and then averaged to 

the database grid spacing of 0.0025 cm-1.  

Consequently, the highest altitude optical depths are not truly monochromatic, but 

exhibit good integrated optical depths. The relatively large width of the AIRS Spectral 

Response Function (SRF) results in negligible errors due to this averaging. 

This large look-up table has been compressed using a Singular Value 

Decomposition (SVD) method with approximately 50-fold compression.  This compresson 

is lossy, but the accuracy of the transmittances remains very high.  kCARTA bridges the 

gap between slow but accurate line-by-line codes, and fast but special-purpose fast 

transmittance codes.  kCARTA is used to calculate the 48 profile transmittances we use as 

regression data for the AIRS fast transmittance model. The computation time for these 

transmittances is not a significant fraction of the time involved in creation of a new fast 

transmittance model.  However, the transmittance data files are very large, and the 

convolution of these monochromatic transmittances with the AIRS SRFs is a time 

consuming process. 
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2.2.5. Spectral Response Function Measurements and Modeling 
Inaccuracies in the AIRS spectral response function directly impact the accuracy of 

the AIRS-RTA, and consequently the accuracy of the AIRS retrieved products. Complete 

knowledge of the AIRS SRFs derived solely from ground calibration is not possible for 

two reasons; (1) small changes in the alignment of the AIRS spectrometer/focal plane since 

launch have shifted the centroids of the AIRS SRFs, and (2) the spectral location of fringes 

produced by the AIRS entrance aperture filters are dependent on the thermal environment 

of AIRS in orbit.  Both of these effects are relatively small, but our requirements on SRF 

knowledge are quite stringent. 

Since becoming operational in late August 2002, the AIRS channel centroids have 

remained stable to within 1% of a channel Full Width at Half Maximum (FWHM). An 

extreme solar flare event in late October 2003 led mission control to shut off the AIRS 

coolers temporarily. After AIRS was switched back on in early November 2003, it required 

a few weeks to cool down, and then be re-calibrated back to approximately the same 

configuration as before the shutdown. While it was possible to adjust the channels to their 

pre-shutdown centroids, this required a small change to the operating temperature, which 

resulted in a small relative shift of the fringes. The effects of this shift are small enough to 

ignore for retrieval purposes, but may need to be accounted for when looking at radiance 

biases for climate purposes. 

Figure 2.2.8 shows the estimated change to the AIRS observed brightness 

temperatures due to the change in fringe position in November 2003. The effects are 

negligible in most channels, but not all. The largest change is in the 2200-cm-1 range which 

affects the CO sounding channels. The inset plot shows a blowup of this range, and the 

good agreement between the model and observed change is evidence the fringe and SRF 

models are fairly accurate. 

While we cannot measure the SRFs in orbit, we can measure the channel centroids 

to fairly high accuracy.  Careful analysis of AIRS data indicates the channel centroids drift 

back and forth by 0.5% of a FWHM (peak-to-peak) over each orbit. The exact reason for 

this drift is uncertain, but it is probably related to solar heating effects. There is also a long-

term drift, with the channels having drifted 0.3% of a FWHM in the first two years since 
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launch.  This slow drift appears to be slowing, and it may not be necessary to take action 

to maintain the current channel centroids.  If it is eventually deemed necessary, it should 

be possible to again “dial in” the original channel centroids by adjusting the temperature 

of the focal plane, but this would again cause another relative shift in the fringe positions. 

 

Figure 2.2.8. Estimated change to AIRS observed brightness temperatures due to 
the offset in fringe position in November 2003. 

  

Figure 2.2.9 shows the drift in the AIRS channel centroids as a function of time as 

well as latitude during the ascending (day-time) portion of Aqua’s orbit.  The back-and-

forth shift of the centroids with each orbit shows up in this plot as the latitude dependence 

of the shift.  The data used for this plot does not extend to high latitudes, so the full range 

of the shift with latitude is not shown.  The Version 4 and earlier AIRS-RTA and Level 1B 

data did not account for this small orbital and long-term centroid drift.  The effects of a 

0.5% error in the channel centroids is shown in Figure 2.2.10.  It is possible to apply an 
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approximate correction for a small centroid error by interpolating the forward model 

radiances, but that requires knowledge of the centroid position. 

 

Figure 2.2.9. Centroid drift versus time and latitude, for ascending (day) orbits. 

 

2.2.6 AIRS-RTA Error Analysis 
Table 2.2.1 contains rough estimates of the errors in the AIRS-RTA in units of 

brightness temperature. They are separated into radiative transfer/spectroscopy errors and 

SRF knowledge errors.  In many cases these errors will be correlated, sometimes of 

opposite sign.  Consequently it is very difficult to properly combine the errors in Table 

2.2.1 into a single AIRS-RTA error budget. In addition, most of these errors are highly 

channel dependent. They have been estimated conservatively and represent upper bounds. 
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Figure 2.2.10. Brightness temperature error for a 0.5% error in channel centroids. 

 
 
Radiative Errors Error (K) Comment 
Fast model fit 0.05 - 0.3 Can be larger for individual profiles 
Spectroscopy 0.2 - 0.6 Errors are more likely for water 
Reflected thermal 0.0 - 0.2 Proportional to reflectivity 
Solar 0.0 - 0.1 Can be much larger if r is off 
Layering 0.05 Most channel have lower errors 
Polychromatic 

approximation 
0.05 Most channel have lower errors 

Aerosols 0.0 - 1 Dust can make it through cloud 
clearing 

   
SRF Errors   
Centroids 0.0 - 0.1 Possible to corrected for 
Widths 0.0 - 0.2 Negligible for most channels 
Fringes 0.0 - 0.2 Negligible for most channels 
Wings 0.0 - 0.2 Negligible for most channels  

Table 2.2.1. AIRS-RTA Error Estimates  
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3. RETRIEVAL METHODOLOGY 

3.1 Steps in the Retrieval Methodologies Used in Version 6 and 7. 
The major steps in the physical retrieval process are as follows:  

(1) A start-up neural net procedure provides an initial solution X0.  

(2) Initial clear column radiances 𝑅"",! is generated for all i channels using the initial 

cloud-clearing coefficients, which were generated based on observed radiances in an 

ensemble of cloud-clearing channels along with the initial state X0. 

(3) A subsequent physical retrieval procedure is performed, starting with the initial 

guess X0 , in which AIRS/AMSU observations were used to retrieve (a) surface skin 

temperature Ts , surface spectral emissivity εν , and spectral surface bidirectional 

reflectance of solar radiation ρν ; (b) atmospheric temperature profile T(p) ; (c) atmospheric 

moisture profile q(p) ; (d) atmospheric ozone profile O3(p); (e) atmospheric CO profile 

CO(p) ; (f) atmospheric CH4  profile CH4(p) ; and (g) retrieve cloud properties and compute 

OLR.  

These steps are done sequentially, solving only for the variables to be determined 

in each retrieval step while using previously determined variables as fixed with an 

appropriate uncertainty attached to them, which was accounted for in the channel noise 

covariance matrix used in that step (2).  The objective in each step in (3) [(a) to (f)] is to 

find solutions for which computed radiances best match 𝑅"! for the subset of channels 

selected for use in that step, bearing in mind the channel noise covariance matrix.  Steps 

(a) to (f) are ordered to allow for selection of channels in each step that are primarily 

sensitive to variables to be determined in that step, or in a previous step, and are relatively 

insensitive to other parameters. 

Separation of the retrieval in this manner allows for the solution in each step to be 

made as linear as possible. Step (g) i performed after the surface and atmospheric 

conditions have been determined using a selected set of observed radiances Ri , rather than 

clear column radiances 𝑅"! as used in the other physical retrieval steps. 
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3.2 Channels Used in the Retrieval Steps 
Figure 3.2.1 shows a typical AIRS cloud free brightness temperature spectrum and 

includes the channels used in Version-6 and Version-6 AO for cloud clearing, as well as in 

each of the different steps of the AIRS physical retrieval algorithm. These channels and 

their uses are described in detail in Susskind et al (2014a). The channels shown in yellow 

in Figure 3.2.1 are those used to determine the vector h, and are also the same channels 

used in the retrieval of cloud fraction and cloud top pressure. The channels shown in red 

are the ones used in the determination of T(p); the channels shown in light blue are those 

used to determine Ts and shortwave surface spectral emissivity, and the channels shown in 

purple are those used to determine longwave surface spectral emissivity. Channels shown 

in other colors are used to determine the atmospheric humidity profile q(p), and profiles of 

O3, CH4, and CO as indicated in Figure 3.2.1. Some changes in the channel selections were 

introduced between Version 6 and Version 7, and the document AIRS Version 7 Retrieval 

Channel Sets lists all the channels used in the retrieval by function.   

 

 

Figure 3.2.1. Channels used in the retrievals of the geophysical variables. 
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3.3 Initial Guess 
The initial guess X0 in the AIRS version 6 and version 7 retrievals is generated by 

the Neural-Network methodology in place of the previously used two-regression approach 

(Susskind et al., 2011). The Neural-Network methodology involves the Stochastic Cloud 

Clearing/Neural Network (SCC/NN) (Blackwell, 2012;  Blackwell and Milstein, 2014; Tao 

et al., 2013) algorithm, a statistical technique for performing temperature and water vapor 

retrievals from combined microwave and hyperspectral infrared observations.  SCC/NN 

provides the first-guess temperature and water vapor profiles for Version 6 and 7 of the 

AIRS/AMSU Level 2 physical retrieval product (Susskind et al., 2014). The algorithm 

combines a statistical method for cloud clearing the radiance spectrum (Cho and Staelin, 

2006), projected principal components (PPC) for efficient compression of the radiances 

correlated to the retrieved variables (Blackwell, 2005), and a feedforward neural network 

(Blackwell, 2005; W.J. Blackwell and Chen, 2009) for performing the retrievals from the 

cloud-cleared radiance PPCs. SCC/NN was implemented using radiances from the AIRS 

and AMSU instruments, and was trained using global training set derived from European 

Center for Medium-range Weather Forecasting (ECMWF) fields. The Version 6 and 

Version 7 algorithms, in part due to the incorporation of the SCC/NN first guess, have 

shown significantly improved yield in cloud-covered scenes and improved accuracy 

generally over the previous Version 5, which used a linear regression first guess (Blackwell 

and Milstein, 2014; Susskind et al., 2014, Yue and Lambrigtsen 2020). 

The material in this ATBD chapter summarizes the SCC/NN algorithm, and is 

based on similar material that has appeared previously (Milstein, 2016). 

 

Figure 3.3.1  Schematic of Stochastic Cloud Clearing / Neural Network (SCC/NN). 
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3.3.1. SCC/NN Algorithm 

A top-level diagram of SCC/NN algorithm is shown in Fig. 3.3.1. In a manner 

analogous to the physical retrieval, the stochastic cloud clearing (SCC) algorithm computes 

a single cloud-cleared infrared radiance spectrum for each field of regard (FOR) containing 

a 3x3 set of AIRS spectra sty the measurement field of view (FOV).  The cloud-cleared 

infrared radiances are then transformed using projected principal components, which best 

correlate to the retrieved variable. These PPCs of the cloud-cleared radiance, along with 

microwave measurements (when available) and other ancillary inputs (scan angle, solar 

zenith angle, and surface pressure), and are then used as inputs to the neural networks, 

which compute profiles of temperature and water vapor.  

Stochastic Cloud Clearing 
SCC (Cho and Staelin, 2006) is an algorithm for estimating the cloud-free infrared 

radiance spectrum from the 3x3 IR FOR, and, when available, the collocated microwave 

measurements. SCC utilizes variable cloud cover and contrast among neighboring IR 

FOVs along with the low cloud sensitivity of the microwave data to estimate cloud cleared 

IR radiances. The SCC is trained using measured radiances as input, and targets derived 

from synthetic clear-sky radiances, calculated from collocated ECMWF fields using the 

Stand-Alone Radiative Transfer Algorithm (SARTA) (Strow et al., 2003).  For surface 

emissivity, we followed Cho and Staelin (2006) in using the emissivity characteristics of 

ocean over both water and land.  The authors reported little error introduced by this 

assumption due in part to the separate training of land and water regions, and algorithm’s 

ability to compensate for such effects when they appear in both the training and testing 

sets.  We also used a carbon dioxide profile that assumed a concentration of 370 ppm.  

SCC estimates the cloud-cleared spectrum by performing a series of linear and 

nonlinear operations on the input, as shown in Fig. 3.3.2. The nine AIRS FOVs are sorted 

by cloudiness, and effective “warm” and “cold” IR spectra are selected and computed using 

the process described below. The inputs to SCC are seven noise-adjusted principal 

components (NAPCs) (Lee et al., 1990) of the IR spectrum from the “warm” IR spectrum,  
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three NAPCs for the difference between the “warm” and “cold” spectra (based on IR 

channels whose weighting functions peak at low altitudes), a subset of the microwave 

brightness temperatures, the secant of the satellite scan angle, and the land fraction. First, 

a preliminary radiance correction to the “warm” spectrum is estimated using a regression 

linear operator A. (This correction is an intermediate quantity used to determine subsequent 

processing steps, but is not part of the final correction applied to the radiances.) The scalar 

output A0 is the first principal component (PC) of the cloud correction spectrum. A0 is 

multiplied by the secant of the scan angle, and combined with all the inputs to A, used as 

inputs to a second linear operator B, which outputs four PCs of a cloud correction to the 

“warm” spectrum. The PCs are used to compute radiance correction for two channels 

(4.5117 µm and 4.4813 µm) with weighting function peak heights near 0.47 km and 2.7 

km, respectively, low altitudes useful for determining cloudiness. A threshold test on both 

channels is used to classify the clearest averaged IR FOV into three categories, “30% least 

cloudy”, “80% least cloudy”, and “most cloudy”, with thresholds derived from the training 

set to meet those percentiles. For the “30% least cloudy” and “80% least cloudy” 

categories, two additional linear operators, C and D respectively, are used with the same 

inputs used for B to compute 4 PCs of a final cloud correction spectrum.  The final 

correction spectrum is computed using the corresponding 4 PC vectors. For the “most 

 

Figure 3.3.2  Schematic of Stochastic Cloud Clearing algorithm.  
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cloudy” category, the final cloud correction is the spectrum computed from B. The 

classification step, with different cloud correction applied based on cloudiness, along with 

the use of A0 x sec(scan angle) as inputs to subsequent operations, provide simple ways of 

accommodating nonlinearity. 

The “warm” and “cold” spectra used in the SCC algorithm inputs, are selected and 

computed as follows. The nine IR FOVs are sorted by cloudiness using the average 

radiance of channels between 4.16 µm and 5 µm with weighting-function peaks at heights 

between 1 and 3 km, with warmer FOVs assumed to be clearer. The “cold” spectrum is 

selected from the cloudiest FOV based on the sorting. Three different average “warm” 

spectra are created by selecting the clearest FOV spectrum, the average of the four clearest 

FOV spectra, and the average of all nine FOV spectra, respectively. For each of these three 

“warm” spectra, we compute a cloud correction as described above, with different versions 

of the operators (A, B, C, and D) trained and used for each. Afterward, the final averaged 

“warm” spectrum and cloud correction are constructed using the results for the clearest 

FOV for channels with weighting function peak height between 0 and 5 km, the results for 

the average of the four clearest FOVs for channels with weighting function peak height 

between 5 and 10 km, and the results for the average of all nine FOVs for all other channels. 

Projected Principal Components/Neural Network  
Neural networks (NNs) are represented by interconnected computational elements 

called nodes. In SCC/NN, they are used as a form of nonlinear regression, acting as 

function approximators trained to infer a statistical relationship between inputs and outputs 

from a training ensemble (Blackwell, 2005; Blackwell and Chen, 2009). Fig 3.3.3 shows 

the multilayer feed-forward NN structure used in SCC/NN, with an input layer, output 

layer, and one or two hidden layers. Each hidden layer contains nodes, which apply a 

hyperbolic tangent sigmoidal activation function. 

 𝑧$ = tanh	(𝑎$)        (3.3.1) 

where  

 𝑎$ = ∑ 𝑤$!𝑥! + 𝑏$%
!&'         (3.3.2) 
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and xi is the ith input, zj is the output of the jth node, and wji and bj are the weights and biases 

applied to the inputs. The output layer is linear. The weights and biases are the tuning 

parameters, which are optimized during the training process to minimize a sum-squared 

error cost function between the inputs and the training targets. The NNs used in SCC/NN 

were trained using the Levenberg–Marquardt optimizer, with gradients computed using the 

back-propagation algorithm. To avoid overfitting, early stopping was used based on 

network performance on a validation dataset (Blackwell, 2005). 

 

Figure 3.3.3   Schematic of PPC-NN, the combination of compression and neural 
network algorithms. 

In the SCC/NN algorithm, the NN inputs are cloud-cleared radiances, compressed 

using the PPC transform, the microwave brightness temperatures, and ancillary inputs (the 

secant of scan angle, the secant of solar zenith angle, and the forecast surface pressure 

normalized by 1013 Mb).  The projected principal component (PPC) transform has been 

shown to extract radiance information in each coefficient that is maximally correlated with 

the retrieved variable (Blackwell, 2005). The training targets are ECMWF reanalysis 

temperature, skin temperature, and water vapor mixing ratio fields at 60 sigma levels in V6 

and 91 levels in V7 (pressure normalized by surface pressure), as described below.  

We optimized the architecture of each NN based on empirical tradeoffs. For the 

temperature retrievals, we used 25 PPCs for the IR/microwave radiances. The original 
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ECMWF profile is subdivided into 9 vertical regions, shown in Fig. 3.3.3, with a NN 

dedicated to each region. Each NN output corresponds to retrieved temperature at a 

pressure level. The NN contains a single hidden layer with 20 hidden nodes. The same NN 

architecture is used to retrieve surface temperature as well. For water vapor, we used more 

radiance inputs and hidden nodes due to the greater nonlinearity of the retrieval.  We used 

35 radiance PPCs and two hidden layers, with 25 and 15 hidden nodes. We subdivide each 

profile into 15 vertical regions, shown in Fig. 3.3.3.  The retrievals at the ECMWF pressure 

levels computed by the NNs are adapted to the 100-level AIRS support product levels by 

linearly interpolating, on a logarithm pressure-scale, from the sigma levels, facilitating 

their use by the AIRS Version 6 and Version 7 physical retrieval algorithm as a first guess.  

While the vertical regions used by the NN are not overlapping, significant discontinuities 

in profiles between vertical regions were not generally noted. 

Training Set and Stratification 
For both the SCC and NN algorithms, the training set was drawn from ECMWF 

temperature, skin temperature, and water vapor mixing ratio fields from every fourth day 

between December 1, 2004 and January 31, 2006 for Version 6. Version 7 expanded the 

training time period to include data from 2005, 2010, and 2013 in order to capture a wider 

range of climate variability. To assist in accommodating nonlinearity in the cloud clearing 

and NN retrievals, we stratify the radiance data and training targets using five variables: 

orbit node type (ascending and descending), latitude region (polar region north of 60°N, 

polar region south of 60°S, and remaining temperate/tropical region), season, and surface 

type. The surface type categories differ by latitude region, with category types determined 

in development based on empirical performance tradeoffs. For the temperate/tropical 

region the types are ocean and land, with land binned into eight categories according to 

surface pressure.  These stratifications and categories are similar to those used by Cho and 

Staelin (2006) and were introduced in part to provide additional nonlinear capability for 

the SCC algorithm.  For the North Pole region, the types are ocean, frozen ocean, and five 

categories of land binned by surface pressure. The South Pole region is similar but with 

seven land categories.  These combinations of factors lead to a total of 200 stratifications. 

A different set of SCC and NN coefficients are trained and used in each stratification, where 
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each training set contains approximately 30,000 training profiles, along with 5,000 test 

profiles. 

To avoid abrupt discontinuities over stratification boundaries, we use linear 

interpolation to gradually phase in transitions over the neighboring stratifications. For 

season transitions, we stratify using 5-month overlapping seasons, and linearly interpolate 

retrievals over season in the overlap interval. We also interpolate over latitude region with 

a 10 degree transition interval, and interpolate between land and ocean retrievals by using 

the land fraction as the interpolation weight.  The global plots of SCC/NN results shown 

by Blackwell and Milstein (Blackwell and Milstein, 2014) demonstrate the lack of abrupt 

regional discontinuities.  

In the polar regions, sea ice detection is needed to determine whether the “frozen 

ocean” surface type stratification should be used. Following the approach of Ferraro et al. 

(2005), we use AMSU measurements to compute sea ice concentration, and assume ice if 

this product exceeds a threshold (empirically chosen at 120%).  

AIRS/AMSU Channels and Bad Channel Filling 
For AIRS, we selected 573 of the total 2378 channels to use in the SCC and NN 

algorithms, based on a combination of the 314 channels previously used by Cho and Staelin 

(200=6) and additional channels historically used in AIRS retrievals (Susskind et al., 2003). 

For AMSU, we use all channels as NN inputs, and channels 5, 6, and 8-10 as SCC inputs, 

prior to 2007. However, for 2007 onward, some AMSU channels have degraded (Fetzer 

and Manning, 2012), showing increased noise. Hence, our post-2007 retrieval approach 

uses all channels apart from 4, 5, and 7 as NN inputs, and use channels 2, 3, 6, and 8-10 as 

SCC inputs. For the AIRS V6 SCC/NN implementation used as the first guess to generate 

the L2 retrieval product, the post-2007 approach is used for all years, for consistency in the 

data record. An AIRS-only version of SCC/NN was also implemented to allow the AIRS 

v6 algorithm to degrade gracefully in the event of AMSU data being unavailable. This 

implementation uses the same algorithmic approach described above, but with AMSU data 

omitted as inputs.  Sea ice is detected via a threshold test on forecast surface temperature 

in place of AMSU data, with the threshold, 271.3K, chosen based on prior AIRS team 

experience[Olsen, 2007]. 
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Occasionally, an AIRS channel will be flagged by AIRS Level1B quality control 

flags at the granule or scanline level as having problems, such as “popping”, or estimated 

noise that significantly exceeds the expected levels.  When a channel measurement or set 

of channel measurements is flagged, the SCC/NN implementation fills the “bad” channels 

with a predicted value obtained using linear regression on the remaining “good” AIRS 

channels, using previously computed covariance matrices for the radiances calculated from 

the training set inputs. 

3.3.2 Differences between Version 7 and Version 6 SCCNN 
A new SCCNN algorithm version was developed and delivered as the AIRS 

Version 7 IR+MW and IR-only algorithm first guesses.  The new SCCNN algorithm has 

been trained on newer, more diverse training sets.  A series of versions with incremental 

changes during the Version7 development are summarized as the following: 

• New coefficients trained on 2013-era ECMWF  

• Increased training set comprehensiveness to capture a wide range of variability: 

trained using data from 2013, 2010, and 2005.   

• Improved principal component representation for SCC algorithm, which improved 

cloud clearing results in IR-only algorithm. 

• Improved SCCNN for V7 AIRS IR-only algorithm by including good channels in 

AMSU-A1 

• Updated training set screening in which causes modest polar improvements. 

3.4 Clear-Column Radiances 
Clouds have a significant effect on observed infrared radiances and can have non-

negligible effects on microwave observations as well. Therefore, an accurate treatment of 

the effects of clouds on the observed AIRS radiances is critical to obtaining accurate 

soundings. There are three basic approaches for treating cloud effects on the infrared (IR) 

observations: (1) look for clear spots and therefore avoid the problem; (2) attempt to solve 

for the radiative effects of clouds directly in the inversion process; and (3) attempt to infer 

the radiances in the clear portions of the scene, called clear column radiance. The AIRS 

approach, based on methodology introduced by Chahine (1974, 1977), is the third. The 

advantage of this approach is that it does not have the clear-sky sampling bias of the first 
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approach, nor does it require the ability to accurately model the spectral emissive, 

reflective, and transmissive properties of the clouds, and their dependence on the vertical 

microphysics and geometry, as required by the second approach. The key assumption made 

in the third approach is that while there may be many types of clouds in the different FOVs, 

the radiative properties of a given type of cloud are identical in all FOVs within an FOR, 

which differ only in the relative amounts of these cloud types. Fields of view containing 

clouds with the same optical properties but at different heights, or clouds at the same height 

but with different optical properties, can be considered as having multiple cloud types. The 

other key assumption of this approach is that the FOVs have constant non-cloud 

characteristics in the clear portions of their scenes, with unknown temperature, humidity, 

etc.  

Fundamental to the AIRS Science Team retrieval system is the generation of clear 

column radiances 𝑅"! for each AIRS channel i. 𝑅"! is determined for a channel as a linear 

combination of the radiances observed by that channel in each of the nine AIRS FOVs 

contained within the AMSU FOR, using coefficients that are channel independent 

(Susskind et al., 2003). Each AIRS FOV (j = 1,9) within the FOR has an observed radiance 

for each channel i, 𝑅!,$. The observations 𝑅!,$ are potentially affected by clouds in FOV j. 

𝑅"! represents the best estimate of what the observed AIRS channel i radiance, averaged 

over the nine FOV’s in the AMSU FOR, would have been if all FOV’s were completely 

cloud free. The  𝑅"! is computed according to  

 𝑅"! 	= 𝑅2! + ∑ 𝜂$(
$&' 4𝑅2! 	− 	𝑅!,$6          (3.4.1)                                       

where 𝑅2! is the average value of 𝑅!,$ over the nine FOV’s and 𝜂$ (j=1,9) is a vector for 

each FOR which is derived as part of the retrieval process (Susskind et al., 2011). The 

physical retrieval process finds the surface and atmospheric state X such that computed 

radiances using X best match the derived clear column radiances 𝑅"!. 

As discussed in Susskind et al. (2011), the vector h  is determined using observed 

radiances in a select set of I AIRS channels. If, for each channel i, one substitutes an 

estimate of 𝑅!,)*+
,  for 𝑅"!

, in Equation 1, this gives I equations for 9 unknowns. The 

unconstrained weighted least square solution to this multilinear problem is given by 
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 𝜂 = 	 (Δ𝑅-𝑁.'Δ𝑅).'	Δ𝑅-𝑁.'Δ𝑅)*+     (3.4.2)  

where Δ𝑅 is an Ix9 matrix with Δ𝑅!,$ = 𝑅2 − 𝑅!,$ , Δ𝑅)*+/ 	is an Ix1 matrix given by              

	Δ𝑅!,)*+ = 𝑅!,)*+ − 𝑅0: , and N is an IxI channel noise covariance matrix. 𝑅!,)*+ is generated 

by computing expected clear sky radiances for cloud-clearing channel i based on a current 

estimate of the geophysical state X. As in Susskind et al. (2003, 2006), the solution for h 

is stabilized by solving for coefficients of up to the first four principal components of the 

matrix (Δ𝑅-𝑁.'Δ𝑅) . As shown in Equation 2, the vector h depends on the current estimate 

of the state vector X. The vector h is first determined using the state X coming from the 

initial guess, and subsequently recomputed using X coming from the first pass of the 

physical retrieval step. In general, the more accurate the state vector X, the more accurate 

the vector h, which is used to generate the clear column radiances 𝑅"!.  

Cloud-clearing theory (Chahine, 1974, 1977) says that to minimize the dependence 

of the final retrieved products on errors in the state vector X, and therefore achieve the best 

results cloud conditions where 𝑅"! 	is more difficult to retrieve, longwave channels sensitive 

to cloud contamination should be used only in the determination of the coefficients 𝜂$ used 

in the generation of clear column radiances for all channels, and not be used for profile 

retrieval, or sounding.  Sounding should be done using only shortwave channels if possible. 

In Version 5 (Susskind et al., 2011) tropospheric sounding 15 µm CO2 observations were 

used only in the derivation of the cloud clearing coefficients, and temperature profiles were 

derived using 𝑅"! in channels in the 4.3 µm CO2 band, as well as in some stratospheric 

sounding 15 µm CO2 channels insensitive to clouds. This new approach allowed for the 

retrieval of accurate Quality Controlled values of 𝑅"! and T(p) under more stressing cloud 

conditions than was achievable in Version 4, with a significant improvement in both the 

yield and the accuracy of retrieved temperature profiles (Susskind et al., 2011). Version 5 

also included a new empirical approach to provide accurate case-by-case level-by-level 

error estimates for retrieved geophysical parameters as well as for channel-by-channel clear 

column radiances. Thresholds of these error estimates were used in a new approach for 

Quality Control in Version-5. 
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The AIRS Version 6 and Version 7 retrieval algorithm have further significant 

advances over Version 5. The basic theoretical approach used in newer versions to analyze 

AIRS/AMSU data is very similar to what was done in Version 5 with one major exception. 

As in Version 5, the coefficients used for generation of clear column radiances 𝑅"! for all 

channels are determined in Version 6 and 7 using observed radiances only in longwave 15 

µm and 11 µm channels and retrieved tropospheric temperatures using only 𝑅"! in the AIRS 

shortwave 4.2 µm CO2 channels. Following cloud clearing theory, Version 6 and 7 use 

only observations in the shortwave window region 4.0 µm – 3.76 µm to simultaneously 

determine surface skin temperatures, along with shortwave surface spectral emissivity and 

surface bi-directional reflectance. Version 7 further omitted the temperature channels with 

cloud clearing corrections larger than 5K. Longwave surface spectral emissivity is 

retrieved in Version 6 and Version 7 in a subsequent step using values of 𝑅"! only in the 

longwave window region. Version 5 did not follow this principle of doing retrievals using 

only shortwave channels, if possible, with regard to the surface parameter retrieval step. In 

Version 5, 𝑅"! in both the longwave 8 - 12 µm window region and in the shortwave 4.0 µm 

– 3.7 µm window region were used together to simultaneously determine surface skin 

temperature, surface spectral emissivity, and surface bi-directional reflectance of solar 

radiation. Another significant improvement found in Version 6 and Version 7 is the use of 

an initial guess for 	𝑇1(𝑝) and 	𝑞1(𝑝) generated by using Neural-Net methodology (Tao et 

al., 2011, Blackwell, 2011) in place of the previously used two-regression approach which 

provided the initial guess for these two geophysical parameters. These two modifications 

have resulted in significant improvements in the ability to obtain both accurate temperature 

profiles and surface skin temperatures under more stressing partial cloud cover conditions. 

Version 6 also uses an improved initial guess for land and ice surface spectral emissivity, 

as compared to what was used in Version 5.  This also helped improve Version 6 land 

surface skin temperature retrievals. A separate document, AIRS Version 7 Level 2 Cloud 

Cleared Radiances, covers additional details about cloud cleared radiances and associated 

error estimates and quality control, for Version 7 and Version 6.  
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3.5 Surface Parameter Retrieval Methodology 
The retrievals estimate ocean surface skin temperature Ts, ocean and land surface 

spectral emissivity 𝜀2, and global temperature profile T(p). Only shortwave window 

channels are used in this retrieval step to simultaneously determine Ts, shortwave surface 

spectral emissivity, εsw(ν) , and shortwave reflectivity, ρsw(ν).  As with the determination 

of tropospheric temperature profile, use of only shortwave sounding channels is a superior 

approach to determine surface skin temperature because errors in cloud-clearing 

coefficients result in smaller errors in shortwave clear column brightness temperatures as 

compared to errors in using longwave brightness temperatures. In addition, shortwave 

window channel observations are much less sensitive to errors in the assumed water vapor 

profile than are longwave window observation. 

The longwave surface spectral emissivity εlw(ν) is solved in a subsequent step using 

only channels in the longwave window spectral region. This new step is performed after 

the humidity profile retrieval step because longwave window radiances can be very 

sensitive to the amount of atmospheric water vapor. In addition, Version 6 contains a new 

physical retrieval step, performed before the surface temperature retrieval step, in which 

εsw(ν)  is updated from its initial guess value. This additional step is performed only during 

the day because reflected solar radiation is not present at night. 

The steps used in the Version 6 and Version 7 AO (AIRS only) algorithm are 

identical to those in the combined IR-MW retrieval.  However, no AMSU-A observations 

are used in any step of the AO physical retrieval process; nor are they used in the QC 

methodology, which is otherwise analogous to that used in Versions 6 and  7. Also, no 

AMSU-A observations are used in any way in the generation of the AO Neural-Net initial 

state X0, which uses coefficients that are trained separately from those of Versions 6 and 7 

and are generated without any AMSU observations. 

In addition to the separation of surface shortwave and longwave spectral emissivity 

retrievals into two steps, Versions 6 and 7 have improved other details in the retrieval of 

surface skin parameters. An improved form of the equation was used, which modifies the 

retrieved surface spectral emissivity ε((ν) from its initial guess ε0(ν) and solve for ε(ν)  

according to 
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 41 − 𝜖(𝜈)6 = (1 − 𝜀"(𝜈))B1 + ∑ 𝐴3𝐹3(𝜈)
3!"#
3&' E   (3.5.1) 

where there are kmax  unknowns Ak  to be solved for and Fk  are piecewise linear functions 

of frequency, which vary from 0 to 4 for shortwave and 6 for longwave, respectively. 

Equation (3.5.1) is written in this multiplicative form so that ε((ν)  = ε0(ν)  if all coefficients 

Ak  are equal to zero.  

The form of Eq. (3.5.1) is used both when solving for εsw(ν)  in the shortwave 

emissivity retrieval step and when solving for εlw(ν)  in the longwave surface emissivity 

step. 

In the shortwave surface parameter retrieval step, in which ε((ν) is retrieved 

simultaneously with Ts  and ρ , kmax  is set equal to 4.  The four shortwave functions Fk(v) 

have values equal to 1 at the four characteristic frequencies 2439.0, 2500.0, 2564.1, and 

2631.6 cm−1, and equal to 0 at all other frequencies. A corresponding multiplicative form 

is used in Version 6 and Version 7 to modify the retrieval of surface shortwave reflectivity 

ρ(ν) during the day according to 

 𝜌(𝜈) = 𝜌"(𝜈)[∑ 𝐵3𝐹3(𝜈)4
3&' ]     (3.5.2) 

In the longwave surface emissivity step, kmax  is set equal to 6, with analogous 

spectral shapes and corresponding characteristic frequencies of 769.23, 819.67, 877.19, 

980.39, 1111.10, and 1204.80 cm−1. 

Therefore, during the day, nine coefficients, one for ΔTs,  where ΔTs  is the 

difference of the retrieved value of Ts from its initial guess T0
s and four values each of Ak  

and Bk  are solved for in the shortwave surface parameter retrieval step, while five longwave 

parameters are solved for at night. The basic retrieval algorithm methodology uses the 

principal components of the information content matrix, on a case-by-case basis, and, thus, 

uses appropriate linear combinations of the functions Fk  in Eqs. (3.5.1 ) and (3.5.2). Adding 

more functions Fk is not beneficial after a point, and becomes computationally costly. The 

numbers of functions used in Versions 6 and 7 in the shortwave and longwave surface 

emissivity retrieval steps were determined empirically according to retrieval performance. 

The initial guess for surface spectral emissivity, ε0(ν),  in both retrieval steps is set 

equal to the AIRS science team ocean emissivity model over nonfrozen ocean based on 
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Wu and Smith (1997).  Over land and frozen ocean, we set equal ε0(ν) to values interpolated 

from the 1 ° x 1 ° monthly mean MODIS science team aqua MODIS MYD11C3 V4.1 

monthly gridded and interpolated emissivity for the year 2008. Spectral reflectance ρ0 (v) 

is initially set as (1 − ε0 (v))∕π , but is then modified in a subsequent Version 6/7 retrieval 

step performed immediately prior to the shortwave surface parameter retrieval step. In this 

step ρ0 (v) is updated in a one-parameter physical retrieval step, using the same channels 

as in the surface parameter retrieval step, according to 

 𝜌"(𝜈) = [(1 − 𝜖"(𝜈)) 𝜋(1 + 𝐶)⁄ ]     (3.5.3) 

where C  is a constant that scales ρ0 (v) but does not change its shape. This step helps 

account for the attenuation of incoming solar radiation by partial cloud cover along the 

path from the sun to the AIRS FOR. The values of ρ0 (v) shown in Eq. (3.5.3 ) are used as 

the initial guess in Eq. (3.5.2). Determination of this constant prior to the full surface 

retrieval step significantly improved retrieved Ts , ε(v) , and ρ(v)  during daytime. 

 The term Ts represents surface skin temperature over all surfaces, while Ts over 

non-frozen ocean also represents Sea Surface Temperature (SST). In Susskind et al. 

(2014a), Version 6 retrievals of SST are compared against Version 5 retrievals and 

ECMWF forecasts. It is shown that quality controlled SST retrievals accept considerably 

more cases in Version 6 than in Version 5, and also show better agreement with the 

ECMWF forecasts.  Susskind et al. (2014a) also compare Version 6 ocean surface spectral 

emissivity to Version 5 retrievals and ECMWF forecasts. Version 6 shows improvement 

from Version 5 in terms of removal of spurious features, as well as stability and accuracy 

when compared with ECMWF.  Susskind et al. (2014a) also shows that land surface 

emissivity retrievals are considerably more accurate in Version 6 than in Version 5. It is 

impractical to validate land surface skin temperatures on a global scale because Ts over 

land changes very rapidly in space and time. 

3.7. Difference Between Surface Skin Temperature and Surface Air 
Temperature 

Surface air temperature is a basic climatological variable and plays a major role in 

synoptic meteorology. It is measured at a large number of stations, but their spatial density 

is highly variable and their distribution is limited primarily to mid-latitude northern 
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hemisphere land.  Knowledge of the air temperature at high spatial resolution is of great 

importance to understanding weather and climate over different spatial scales. Surface skin 

temperature is a basic quantity needed to determine the Earth's radiation emitted from the 

surface. The radiative heating of the surface and the subsequent heat flux towards the lower 

atmosphere through conduction and convection results in a strong relationship between 

surface skin temperature and air temperature in the boundary layer. We refer to (Ts-Tsurf), 

the difference between surface skin temperature and surface air temperature, as DTs,a.  

DTs,a depends on spatial conditions such as altitude, topography, and land surface type. It 

also depends on temporal conditions such as season and time of the day. Susskind et al. 

(2014b) present an overview of the global distribution of DTs,a as depicted by the AIRS 

Version-6 level 3 data set. They compare annual and seasonal mean climatologies of Ts, 

Tsurf, and DTs,a, as well as their interannual variability. They found that annual mean surface 

skin temperature is about 1 K warmer than the surface air temperature over land, especially 

in arid areas for daytime (1:30 p.m.), with opposite sign of the difference for nighttime 

(1:30 a.m.). Oceanic surface skin temperatures also tend to be warmer than surface air 

temperatures in the midlatitudes for all times. Polar surface skin temperatures are colder 

than surface air temperatures (by about 1 K) except over open ocean. 

3.8. Retrieval of Cloud Fraction and Cloud Top Pressure 
The radiatively effective cloud fraction at frequency n, 𝛼𝜀2 ,	is the product of α, the 

geometric fractional cloud cover of an AIRS FOV as seen from above, and 𝜀2 the cloud 

spectral emissivity. The AIRS Science Team cloud parameter retrieval methodology 

(Susskind et al., 2003, Susskind et al., 2011) determines	𝛼𝜀2 ,	 the product of these two 

terms but not the separate components, along with a corresponding cloud top pressure 𝑝5, 

for each of up to two layers of clouds in a given scene. The quantity 	𝛼𝜀2 is referred to as 

‘cloud fraction’.  A basic simplifying assumption of the cloud retrieval methodology used 

in Versions 5, 6 and 7 is that the clouds are gray, that is that 𝜀2 and so	𝛼𝜀2 are independent 

of frequency. Version 5 simultaneously derived 20 parameters for each of nine AIRS fields 

of view within the AMSU field of regard: nine effective cloud fractions 𝛼𝜀' and 𝛼𝜀6, one 

pair for each AIRS field of view j, along with two cloud top pressures 𝑝5', and 𝑝56 

considered to be representative of the pressures of each of the two layers of clouds covering 
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the entire AMSU field of regard. In Versions 6 and 7 the cloud parameter retrieval step is 

performed separately for each AIRS FOV j to determine nine sets of 𝛼𝜀',$ , 𝛼𝜀6,$ , 𝑝5',$ , and 

𝑝56,$. The total radiatively effective cloud fraction for a set of nine AIRS fields of view, 

𝛼𝜀, is computed as the average cloud fraction according to  

 𝛼𝜀 = ∑ 4𝛼𝜀',$ + 𝛼𝜀6,$6/9(
$&'                 (3.8.1) 

and an effective cloud top pressure for the AIRS field of regard is computed as the cloud 

fraction-weighted average of all nine values of 𝑝𝑐1 and 𝑝𝑐2 in the AIRS field of regard 

            𝑝5 = ∑ 4𝛼𝜀',$ 		𝑝5',$ + 𝛼𝜀6,$ 	𝑝56,$6/∑ 4𝛼𝜀',$ 	+ 𝛼𝜀6,$6(
$&'

(
$&'                   (3.8.2)     

as was also done in Version 5. The Version 6 and 7 Level 2 products contain estimates of  

𝛼𝜀',$ , 𝛼𝜀6,$ , 𝑝5',$ , 	𝑝56,$  for each AIRS field of view, as well as the single AMSU field of 

regard heritage values 𝛼𝜀	and 𝑝5 defined according to Equations 3.8.1 and 3.8.2. 

Cloud parameters in an AIRS field of view are derived such that channel radiances 

𝑅!(𝛼𝜀', 𝛼𝜀6, 𝑝5', 𝑝56, 𝑋)	computed using these cloud parameters and state X (temperature, 

water vapor, etc.) for the field of view, best match the observed radiances in that field of 

view for a set of cloud retrieval channels. The channels used to determine cloud fraction 

and cloud top pressure are the same as those used in the cloud clearing step and are shown 

in Fig. 3.2.1. The state vector X used to derive cloud parameters in an AIRS field of view 

is the geophysical state retrieved for the entire AIRS set of nine fields of view.  

A complication in the cloud parameter retrieval methodology is that the least 

squares fit may result in nonphysical cloud parameter solutions. To avoid nonphysical 

results, retrieved cloud fractions are contrained to [0,1], and cloud top pressures very close 

to the surface or above the tropopause are excluded. Because of the way these constraints 

were handled in Version 5, many cloud retrievals in Version 5 failed to converge properly. 

Numerous enhancements in Versions 6 and 7 stabilized the cloud parameter retrieval step 

and also allowed for cloud top pressures closer to the surface than was allowed in Version 

5. 

No changes have been made to the Version 7 cloud parameter retrievals although 

there are small differences between Version 6 and Version 7 cloud parameters, especially 
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for FOVs with effective cloud fractions less than 0.05, near the sensitivity threshold of 

AIRS. 

More details about the cloud parameter retrieval step in Versions 5, 6, and 7 are 

given in Susskind et al. (2014a).  That study also show that the spatial distribution of 

retrieved cloud fraction and cloud top pressure is much more realistic in Version 6 than in 

Version 5, especially for stratus cloud cover off the west coasts of continents.  Kahn et al. 

(2014) give more details about the updates to the cloud parameter retrieval algorithm in 

Version 6 as compared to Version 5, and show that the higher spatial resolution cloud top 

pressures, and corresponding cloud top pressures found in Version 6, have coherent spatial 

structure and contain a larger range of values than is found in Version 5. Kahn et al. (2014) 

also show a much better agreement of retrieved Version 6 cloud parameters, as compared 

to Version 5, with those found in CloudSat and CALIOP data. That study describes the 

new Version 6 products of cloud thermodynamic phase, ice cloud effective diameter, and 

ice cloud optical thickness, which are derived on an AIRS FOV basis using other AIRS 

retrieved products as a starting point for their radiative transfer calculations. 

3.9. Computation of Outgoing Longwave Radiation and Clear-Sky 
OLR  

OLR is determined primarily by the earth’s skin surface temperature, Ts; skin 

surface spectral emissivity, εn; atmospheric vertical temperature profile, T(p) and water 

vapor profile, q(p); and the heights, amounts, and spectral emissivities of cloud layers. 

OLR also depends on the vertical distributions of trace gases such as O3(p), CH4(p), CO2(p), 

and CO(p). In Version-5, OLR was computed for each AIRS FOV j (Mehta and Susskind, 

1999a,b) as the sum of fluxes in 14 contiguous spectral bands m, allowing for up to two 

levels of clouds as seen from above, according to 

												𝐹ℓ
	
= ∑ 𝐹<'4

<&' = ∑ B41 − 𝛼𝜀',$ − 𝛼𝜀6,$6𝐹<,)*+ + 𝛼𝜀',$𝐹<,)*=' + 𝛼𝜀6,$𝐹<,)*=6E'4
<&'  

           (3.9.1)              

where 𝐹<,)*+ is the computed clear sky flux to space integrated over all angles and in 

spectral band m; 𝐹<,)*=/ is the analogous computed flux emanating from an opaque cloud 
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at cloud top pressure pcn ; and aen  is the radiatively effective cloud fraction for the cloud at 

pressure pcn.  

The clear sky flux in spectral band m was computed according to 

𝐹<,)*+ = 	𝜋 S𝜀<𝐵(𝑣<, 𝑇>)𝜏<(𝑝>) + ∫ 𝐵(𝑣<
?/@̅
?/@$

, 𝑇(𝑝)) %B!(@)
%?/@

𝑑𝑙𝑛𝑝Z      (3.9.2)                                                                                                      

where 𝐵(𝑣, 𝑇) is the Planck blackbody function evaluated at temperature 𝑇 and frequency 

𝑣m, the central frequency of spectral band m.  Here 𝜀< is the mean surface emissivity in 

band m, and the term 𝜏<(𝑝) represents the effective band averaged atmospheric 

transmittance in band m from pressure p to the top of the atmosphere �̅�.  𝐹<,)*=/ was 

computed in an analogous manner, but by replacing Ts by the cloud top temperature T(pn); 

ps by pcn; and the surface emissivity εm by a cloud emissivity which is assumed to be equal 

to unity. Mehta and Susskind (1999a, 1999b) parameterized 𝜏<(𝑝) as a function of 

temperature, moisture, and ozone profile. The spectral bands used in Equation (3.9.2) in 

Version 5 ranged from 2 cm-1 through 2750 cm-1. The clear sky OLR, OLRCLR, is also a 

product computed in Version 5 for each AMSU FOR, obtained by setting both ae1 and ae2 

to zero in Equation (3.9.1).  

Geophysical parameters are retrieved from AIRS radiance observations under both 

cloud-free and cloudy conditions, though their quality is poorer under very cloudy 

conditions, especially at or near the surface. For this reason, the AIRS Version-5 OLRCLR 

product for a given FOR was included in the generation of the Level 3 monthly mean 

gridded OLRCLR product only for those cases in which the AIRS retrieved cloud fraction 

was less than 90%, and which passed an additional OLRCLR quality control procedure 

indicating the retrieval is of acceptable accuracy down to the surface (Susskind et al., 

2011). Susskind et al. (2012) showed that while Version-5 OLR was biased high compared 

to CERES OLR by about 7 W/m2, anomalies and short-term trends of AIRS Version 5 

OLR over the period September 2002 through June 2011 were very close to those obtained 

using CERES observations, even down to the 1˚ spatial scale. 

AIRS Version 6 and 7 use an improved RTA in the computation of OLR (Iacono 

et al., 2008). Computation of OLR in Version 6 and 7 is very similar to that in Version 5, 
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with the minor difference that 16 spectral bands, whose spectral intervals are shown in 

Table 3.9.1 are used in the Version 6 and 7 OLR RTA as opposed to the 14 bands used in 

Version 5. This new OLR RTA also has two upgrades compared to Mehta and Susskind 

(1999a, 1999b). Most significantly, the new OLR RTA uses updated line absorption 

parameters, especially in the very strong water vapor absorption band near 300 cm-1. In 

addition, unlike in Version 5, the Version 6 and 7 OLR RTA allows for variations in space 

and time of profiles of CO2, CO, CH4, and N2O. Version 6 and 7 OLR includes includes 

products for each of the sixteen spectral components of OLR shown in Table 3.9.1.  In 

Version 6 and 7, the total OLR for a given AIRS field of view is assigned the same QC 

value as the retrieved cloud parameters. The Level 3 OLR product uses all cases with QC=0 

or QC=1, with a yield of close to 100%. The Version 6 and 7 QC flags for OLRCLR and 

total precipitable water vapor WTOT are set equal to the QC flag for T(ps).  Consequently, 

the Level 3 OLRCLR product contains exactly the same cases as those included in the 

generation of the T(ps) and WTOT Level 3 products, with a global yield of about 80%.  

AIRS Version 6 OLR products are discussed in Susskind et al. (2014a).  The OLR 

difference between Version 7 and Version 6 and their comparison with CERES are shown 

in the AIRS Verison 7 Level 2 Performance Test and Validation Report. 
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4. ERROR ESTIMATES AND QUALITY CONTROL FLAGS 
This section describes the general methodology for estimating errors and setting 

Quality Control (QC) flags.  The document AIRS Version 7 Level 2 Cloud Cleared 

Radiances provides additional theoretical background, descriptions of the methodology, 

and analyses of the resulting error estimates for cloud properties and for cloud cleared 

radiances.  The criteria for setting QC flags and for estimating errors associated with other 

AIRS retrieved quantities are detailed in the document AIRS/AMSU/HSB Version 7 Level 

2 Quality Control and Error Estimation.  

Each retrieved quantity X in Versions 5, 6 and 7 has an associated error estimate 

𝛿𝑋. A major advancement in Version 5 was the development of a methodology to generate 

empirical error estimates, and to use thresholds of these error estimates for QC purposes. 

Analogous procedures are also used in Versions 6 and 7 with some modifications. Version-

4 used 12 internal threshold value tests for generating QC flags for different geophysical 

parameters (Susskind et al., 2006). Version 5 used the case-by-case values of these 12 

internal tests, in addition to those of 4 other tests, as error estimate predictors to generate 

case-by-case error estimates 𝛿𝑋	for select geophysical parameters X (Susskind et al., 2011). 

Versions 6 and 7 use an analogous methodology to that of Version 5 to generate empirical 

error estimates dX, with some modifications resulting from changes in the steps used in the 

Versions 6 and 7 retrieval system compared to those used in Version 5. Susskind et al. 

(2014a) describe in detail how error estimates are generated and used for QC purposes in 

both Versions 5 and 6. 

In Versions 6 and 7, error estimates for most geophysical parameters 𝑋$ are 

computed by taking a linear combination of error estimate predictors  

  𝛿𝑋$< = ^	∑ 𝑀$/E𝑌/<F
/&' ^		         (4.1) 

where 𝛿𝑋$< is the error estimate of retrieved geophysical parameter 𝑋$ for case m, 𝑌/< is 

the value of the nth error estimate predictor for case 𝑚, M is a matrix defined below, and N 

is the number of predictors used to determine the error estimates. All error estimates are 

positive by definition. Values of the predictors are all positive and larger values of 𝑌/<  

generally indicate that a poorer retrieval will be obtained for case 𝑚. 
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The coefficients of MX are determined in essentially the same manner in Version 6 

and 7 as was done in Version 5. In Versions 6 and 7, six distinct matrices MX have been 

generated for separate use under daytime or nighttime, as well as for separate use over 1) 

non-frozen ocean; 2) non-frozen land; and 3) frozen (ice or snow) cases. (In Version 5, 

only four such matrices were used, in which a single pair of matrices (day or night) was 

used to be representative of all cases not classified as non-frozen ocean, and a separate pair 

of matrices was used over non-frozen ocean.)  See AIRS/AMSU/HSB Version 7 Level 2 

Quality Control and Error Estimation for additional details on error estimate predictors. 

The coefficients of the matrix MX can be determined in a straightforward manner if 

one is given the true values of X, Xtruth, for a representative ensemble of cases. MX is 

determined by finding the coefficients that minimize the RMS difference of 

4∆𝑋$< − 𝛿𝑋$<6, where   ∆𝑋$< = 4𝑋$ − 𝑋$GHIGJ6
<, when MX is used in Equation 4.1 to 

generate 𝛿𝑋$<. The N coefficients of 𝑀$/E  are determined separately for each parameter 𝛿𝑋$ . 

In order to generate the Version 6 coefficients for each of the six different matrices M, we 

use appropriate spatial subsets of 𝑋$< and 𝑌/<, generated using all Version 6 retrievals on 

September 29, 2004 and February 24, 2007, along with the collocated ECMWF 3-hour 

forecast values of 𝑋$<, which were taken to be 𝑋$GHIGJ. The coefficients of the six sets of 

matrices M were determined separately for Version 6 and 7, and for Version 6 and 7 AIRS 

Only, each based on observations on these two days, and these coefficients are then used 

for all time periods.  
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APPENDIX: ABBREVIATIONS AND ACRONYMS 

AIRS             Atmospheric Infrared Sounder 

AIRS-RTA    AIRS Radiative Transfer Algorithm 

AMSR-E       Advanced Microwave Scanning Radiometer-EOS 

AMSU          Advanced Microwave Sounding Unit 

AMSU-A      Advanced Microwave Sounding Unit-A (20-channel MW radiometer) 

AMSU-B      Advanced Microwave Sounding Unit-B (5-channel MW radiometer) 

ATBD          Algorithm Theoretical Basis Document 

AVHRR       Advanced Very High Resolution Radiometer 

C                   degrees Centigrade 

COLR           Clear Sky Outgoing Radiation 

DAAC          Distributed Active Archive Center 

DB, dB         decibel 

EOF              Empirical Orthogonal Functions 

EOS              Earth Observing System 

ER-2             Earth Research-2 (NASA's civilian version of Lockheed Skunkworks U-2) 

ESDIS          Earth Science Distributed Information System 

FOR             Field of Regard 

FOV             Field of View 

FTS              Fourier Transform Spectrometer 

FWHH         Full Width Half Height 

GHz             Gigahertz (109 Hertz, or cycles/second) 

GSFC          Goddard Space Flight Center 

HITRAN     High Resolution Transmission Molecular Absorption Database 

HSB            Humidity Sounder of Brazil 
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IMG            Infrared Monitor for Greenhouse Gases 

IR                infrared 

IRIS            Infrared Interferometer Spectrometer 

JPL             Jet Propulsion Laboratory 

K                Kelvins 

kCARTA    kCompressed Atmospheric Radiative Transfer Algorithm 

km              kilometer (103 meters) 

kPa             kilopascal (103 pascal, equivalent to 10 bar) 

L0-L4         Level 0 through Level 4 (processing) 

MHS          Microwave Humidity Sounder 

mm             micrometer, micron (10-6 meter) 

MODIS      Moderate Resolution Imaging Spectroradiometer 

MPM87      Millimeter-wave Propagation Model (Liebe and Layton, 1987) 

MPM89      Millimeter-wave Propagation Model (Liebe, 1989) 

MPM92      Millimeter-wave Propagation Model (Liebe, et al, 1992) 

MPM93      Millimeter-wave Propagation Model (Liebe, et al, 1993) 

MSU          Microwave Sounder Unit 

MW           microwave 

NASA       National Aeronautics and Space Administration 

NCEP        National Center for Environmental Prediction 

NEDT       Noise Equivalent Temperature Difference 

NEDT       Noise Equivalent Temperature Difference 

NEMS       Nimbus-E Microwave Sounder 

NESDIS    National Environmental Satellite Data and Information Service 

NEXRAD  Next Generation Radar 
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NN           Neural Network 

NOAA       National Oceanic and Atmospheric Administration 

OLR           Outgoing Longwave Radiation 

PCs            Principle Components 

PCSs       Principle Components Scores 

PGE           Product Generation Executive 

QC             Quality Control 

QA             Quality Assessment 

OPTRAN   Optical Path TRANsmittance 

RH             Relative Humidity 

RMS       Root Mean Square 

RTA          Radiative Transfer Algorithm 

SCC/NN   Stochastic Cloud Clearing/Neural Network  

SDPS        Science Data Processing System 

SIRS         Satellite Infrared Radiation Spectrometer 

SRF           Spectral Response Function 

SSM/T2    Special Sensor Microwave/Water Vapor Profiler 

SST           Surface Skin Temperature 

SVD          Singular Value Decomposition 

THz           Terahertz (1012 Hertz) 

TIGR        TOVS Initial Guess Retrieval 

TIROS      Television Infrared Observation Satellite 

TLSCF      Team Leader Science Computing Facility 

TPW       Total Precipitable Water 

TOVS       TIROS Operational Vertical Sounder 

VTPR       Vertical Temperature Profile Radiometer  
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